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This document will outline the following information:

Overall description of the Lab layout and setup
LLD (One-Pager) of each Blade/Lab
List of Tools and applications you will need

> example slides of common activities you will do
orward, deploy, etc)

OVERVIEW



The Montreal Lab is a HP C6000 Chassis (16Blade) enclosure with 2

Mezzanine cards (4 NICs per Blade). There are two V670’'s backing
the enclosure

Nested Environments occupy a complete blade and run either:

Ubuntu 14.10, Centos 7 or ESXi 5.5 as base hypervisor and contain:
Fuel VM

and Control VM

PREAMBLE / INFO



You will need the following setup in order to access the lab:

15t — Provide SSH key to Jonas, Daniel, Erik R or other Sudoer to get an account
created on the SSH GW.

Once you have your account, you access the SSH GW via the IP provided in the
mails sent and from there you can ssh to either your FUEL Node or your Router, etc

Port Forwarding is much better than using Firefox on the SSH GW

You should also be ready to install / use
irftual machine with Ubuntu (for virsh, libvirt-mgr etc if you want local based

ACCESS INFORMATION



Some common users/passwords you will typically use:

FUEL GUI — admin/admin
FUEL (and COMPUTE/CONTROL) SSH - root/rO0tme
vSphere ESXI - root/systemabc

> DS (Libvi v) root/systematbc

>

PASSWORD QUICK REFERENCE



BLADE 9 Layout Information

ILOIP-10.118.32.208 (reachable via OA @ 10.118.32.197)
Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled

Logical Connections:
BL?_OSTACK_NET — Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlian 109), Storage (vlan 809), Mgmt (vian 909)
BL?_ENV1_NET — Bound fo NO NIC (Internal to this blade only)
arries Private (Tenant) — VLAN 1000-1030

BLDY IP / VLAN INFORMATION



BLADE 9

BL9 OSTACK_NET
BL9_ENV1 _PRV_NET

CONNECT DIAGRAN

V

OPNFV_PUBLIC

VMNIC4 VMNIC2
(P19-SWA) (P19-SWA)



BLADE 10 Layout Information (JENKINS-BUILD-SERVER

ILOIP -10.118.32.208 (reachable via OA @ 10.118.32.197)

Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled
Logical Connections:
BL?_OSTACK_NET - Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)
Carries Admin(PXE), Public (Vlian 109), Storage (vlan 809), Mgmt (vian 909)
BL?_ENV1_NET — Bound fo NO NIC (Internal to this blade only)
arries Private (Tenant) — VLAN 1000-1030

o)
BLD10 IP / VLAN INFORMATION



' COMPUTE

@ : BL9 OSTACK_NET

' @
o'\*r\ E
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CONNECT DIAGRA

\/

OPNFV_PUBLIC

VMNIC4 VMNIC2
(P19-SWA) (P19-SWA)



BLADE 11 Layout Information

ILOIP - 10.118.32.209 (reachable via OA @ 10.118.32.197 only)
Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled

Logical Connections:
BL11_OSTACK_NET — Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 111), Storage (vlan 811), Mgmt (vian 911)
BL11_ENVI1_NET - Bound fo NO NIC (Infernal to this blade only)
arries Private (Tenant) — VLAN 1031-1060

BLD11 IP / VLAN INFORMATION



] BLADE9

LA ez m_

CONTROL

ONNECT DIA

| BL9_OSTACK_NET
| BL9_ENVL PRV_NET
Wﬂrmm ol

[ OPNFV_PUBLIC ;

VMNICA VMNIC2
(P19-SWA) (P19-SWA)




BLADE 12 Layout Information

ILOIP-10.118.32.210 (reachable via OA @ 10.118.32.197)
Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled

Logical Connections:
BL12_OSTACK_NET — Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlian 109), Storage (vlan 809), Mgmt (vian 909)
BL12_ENVI1_NET - Bound fo NO NIC (Infernal to this blade only)
arries Private (Tenant) — VLAN 1000-1030

BLD12 IP / VLAN INFORMATION



BLADE 9

BL9 OSTACK_NET
BL9_ENV1 _PRV_NET

CONNECT DIAGRAM

V

OPNFV_PUBLIC

VMNIC4 VMNIC2
(P19-SWA) (P19-SWA)



BLADE 13 Layout Information
ILOIP-10.118.32.210 (reachable via OA @ 10.118.32.197)

Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled

Logical Connections:
STEFAN BERG TO PROVIDE INPUT
able Addresses:

BLD13 IP / VLAN INFORMATION




BLADE 9

BL9 OSTACK_NET
BL9_ENV1 _PRV_NET

CONNECT DIAGRAM

V

OPNFV_PUBLIC

VMNIC4 VMNIC2
(P19-SWA) (P19-SWA)



BLADE 13 Layout Information

ILO IP-10.118.32.212 (reachable via OA @ 10.118.32.197)
Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled

Logical Connections:
BL?_OSTACK_NET — Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vian 809), Mgmt (vian 209)
BL?_ENV1_NET - Bound to NO NIC (Internal to this blade only)
=nant) - VLAN 1000-1030

BLD14 IP / VLAN INFORMATION
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BLADE 15 Layout Information

ILOIP-10.118.32.213 (reachable via OA @ 10.118.32.197)
Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled &@

adresses.

Logical Connections:
STEFAN BERG TO PROVIDE INPUT @%

BLD15 IP / VLAN INFORMATION




' COMPUTE

@ : BL9 OSTACK_NET

' @
o'\*r\ E
N

CONNECT DIAGRA

\/

OPNFV_PUBLIC

VMNIC4 VMNIC2
(P19-SWA) (P19-SWA)



BLADE 16 Layout Information - WEB SERVER / INTERNET REPO

ILOIP-10.118.32.213 (reachable via OA @ 10.118.32.197)

Physical Connections:
VMNIC2 (Bay3) -> Port 19SWA, VMNIC (Bay4) -> Port SWB
*note: FT/HA/Bonding Not Enabled
Logical Connections:
BL?_OSTACK_NET - Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)
Carries Admin(PXE), Public (Vlian 109), Storage (vlan 809), Mgmt (vian 909)
BL?_ENV1_NET — Bound fo NO NIC (Internal to this blade only)

. &
O’\
BLD16 IP / VLAN INFORMATION



' COMPUTE
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The following shows the steps to setup and connect to your FUEL
server in the lab with a web browser through a Port Forward. You
will need:

Putty
An account on the Ericsson OPNFV SSH GW

> example, we use the BLD9-FUEL server
is workbook)

PORT-FORWARD FOR FUEL GUI /1



Open up Putty (as Administrator — hold shirt when starting it from
taskbar)

Examples
Recent

@ mtl-ssh-crap

BB mtl-blg-fuel-pfud
@ mtl-ssh-crap-esxi
g? mtl-ssh-crap-esxi
g? asdffda

g? mtl-ssh-crap-chro
g? mtl-ssh-crap-npw
EF FUEL

B8 abuild

@ Switch

_ n LEEET WIS

JE22OF22  [[%

m i w ST mm STl

PORT-FORWARD FOR

Open

Open file location

Run as administrator

Run as different user

Mount as ImDisk Virtual Disk
Troubleshoot compatibility
Pin to Start

T-Zip

Unpin from Taskbar

Copy as path

Send to

C opy

Properties

| @ oo : p
Bl E M L LR Bl g? 55H, Telnet and Rlogin chent

@ Unpin this program from taskbar

FoNEENEE Y

FUEL GUI /2



- Logging
=) Terminal
E-I’{E',.'t:u::anj

-Bell
i Features
= Window
Appearance

- Behaviour

- Translation

- Selection

-Colours

annectian

-Data

- Proogye

- Telnet

- Rlagin

onfigure Main Putty Screen as shown below (/// OPNFV SSH GW

PuTTY Configuration

Basic options for your PUTTY session

Specify the destination you want to connect to
Host Name (or IP address)
152.75.89.154

C_cnnectinnt}rpe: i
[ JRaw () Telnet () Rlogin 0

Load, save or delete a stored session
Saved Sessions
mtl-oprify-gw

Default Settings
BLADEN
BLADEZ
BLADEZGPWD
BLADEZ
BLADE4
ENVI-CONTROL

Close window on exit:

() Mways Inby on clean exit

[:]pen

PORT-FORWARD FOR FUEL GUI /3



On Left Side — Click SSH>Tunnels and configure you Port Forwarding
thus (note: if you are going to a different Fuel - make sure you use
the appropriate IP herein). Then click Open and Login

PORT-FORWARD FOR FUEL GUI /4



Open CMD on windows and observe that the port is forwarded
through (netstat —amb | more)

E Administrator: Command Prompt

Active Connections

Proto Local Address Foreign Address State

TGP A.A.8.8:135 A.A.8.8:8 LISTEMING
RpcSs

[suchost.exel

TCP A.8.8.68:445 A.A.8.8:8 LISTEMING
Can not obtain ownerzhip information

TCP A.8.8.8:554 A.A.8.8:8 LISTEMING
[umpnetwk.exe ]

TCP 8.0.8.8:2869 A.A.8.8:8 LISTEMING
Can not obtain ownerzhip information

TCP A.8.8.8:3278 A.A.8.8:8 LISTEMING
[DTUSBSrv.exe ]

TCP #.8.8.8:33892 A.A.8.8:8 LISTEMING
CryptSuc

[zuchost.exel

TCP 8.8.8.8:5357 8.8.8.8:8 LISTENING
Can not obhtain ownerzhip information

Al 8.8.6.68:8 LISTENING

q
CP 8.8.8.0:-80808 8.8.8.8:8 LISTENING
ntty.exel




Open a browser and go to hitp://localhost:8000 and you will see
your FUEL open up - Login is “admin/admin”

PORT-FORWARD FOR FUEL GUI /6


http://localhost:8000/

The following slides outline how to connect to the VIC (ESXi)
vSphere via the Ericsson OPNFV SSH GW so you can power on /

off and use the console of your FUEL, VR, COMPUTE and
CONTROL Nodes.

For this task you will need the following (These steps are done on
Windows 8 Environment):

> installed Is required
>

>

PORT FORWARDING - VIC SETUP/1



Open up Putty (as Administrator — hold shirt when starting it from
taskbar)

Examples
Recent

@ mtl-ssh-crap

BB mtl-blg-fuel-pfud
@ mtl-ssh-crap-esxi
g? mtl-ssh-crap-esxi
g? asdffda

g? mtl-ssh-crap-chro
g? mtl-ssh-crap-npw
EF FUEL

B8 abuild

@ Switch

_ n LEEET WIS

JE22OF22  [[%

m i w ST mm STl

PORT FORWARDING -

Open

Open file location

Run as administrator

Run as different user

Mount as ImDisk Virtual Disk
Troubleshoot compatibility
Pin to Start

T-Zip

Unpin from Taskbar

Copy as path

Send to

C opy

Properties

| @ oo : p
Bl E M L LR Bl g? 55H, Telnet and Rlogin chent

@ Unpin this program from taskbar

FoNEENEE Y

VIC SETUP/2



- Logging
=) Terminal
E-I’{E',.'t:u::anj

-Bell
i Features
= Window
Appearance

- Behaviour

- Translation

- Selection

-Colours

annectian

-Data

- Proogye

- Telnet

- Rlagin

onfigure Main Putty Screen as shown below (/// OPNFV SSH GW

PuTTY Configuration

Basic options for your PUTTY session

Specify the destination you want to connect to
Host Name (or IP address)
152.75.89.154

C_cnnectinnt}rpe: i
[ JRaw () Telnet () Rlogin 0

Load, save or delete a stored session
Saved Sessions
mtl-oprify-gw

Default Settings
BLADEN
BLADEZ
BLADEZGPWD
BLADEZ
BLADE4
ENVI-CONTROL

Close window on exit:

() Mways Inby on clean exit

[:]pen

PORT FORWARDING - VIC SETUP /3



al ports accept connections from other hosts
‘mote ports do the same (S5H-Z only)

Appearance

Behaviour

Translation

ection
Colours
nection
Source port

Destination

cal

PORT FORWARDING - VIC SETUP /4



Open CMD on windows and observe that the port is forwarded
through (netstat —amb | more)

) Adminisirator. Lommand Frompt -

Active Connections

Proto Local Address Foreign Address State
TGP A.8.8.8:135 A.8.8.8:8 LISTENING

A.8.8.8:4 LISTENING

i.A.6.8:8 LISTENING
Can not obhtain ownership information
3 4

A.8.8.8:4 LISTENING
A.8.8.8:4 LISTENING
A.8.8.8:4 LISTENING

ICP A.0.8.8:2869 A.A.8.8:8 LISTENING
Can not obhtain ownership information

TICP A.0.8.8:3278 A.A.8.8:8 LISTENING
[DTUSBSrv.exel

TICP A.0.8.8:3389 A.A.8.8:8 LISTENING
CryptSuc

[zuchost.exel

- More ——




Open up VIC and in the HOST: put “localhost” and the root/systemabc and

click Connect (note: If you get a message about certificate - check -install
and select Ignore and select yes if it complains about new cert).

vSphere 5.5,

The vSphere Client is still used for the vSphere Update
Manager (VUM) and Host Client, along with a few solutions
(e.g. Site Recovery Manager).

To directly manage a single host, enter the IF address or host name.
To manage multiple hosts, enter the IP address or name of a

wCenter Server,

IP address [ Name:
User name: oo
Password: = |ses———
| Use windows session credentials

PORT FORWARDING - VIC SETUP /6



yoda - vSphere Client

Eile Edit View Inventory Administration Plug-ins Help

Q Home [ Eﬂ Inventary [ ﬁ Inventory

localhost.localdomain VMware ESXi, 5.5.0, 1623387 | Evaluation (60 days remaining)

2yl Virtual Machines ' Resource Allocation | Performance ' Configuration ' Local Users & Groups | Events | Perr

Gt [ Resoures

Manufacturer: HP CPU usage: 66 MHz Capadity
Model: Proliant BL460c Gend 0% 2,733
CPLU Cores: 20 CPUs x 2,799 GHz Memory usage: 2174.00 MB Capadty
Processor Type: Intel(R) Xeon(R) CPU E5-2630 [ 6550121

v2 @ 2.80GHz

License: Evaluation Made - Storage | Drive Type Ci

d = Co ThT

PORT FORWARDING - VIC SETUP /7




The following slides outline the steps you do to manually create

and configure your compute and control blades. Showing how
to set them up for Nested Operation — note* without vhv
parameter in your .vmx file, your Openstack will fail to work.

Things you will need to execute this activity
> >/Lab using ESXi for Nested OPNFV operation

>

>

CREATE ESXI COMPUTE/CONTROL VM/1



Starting from the Login Screen, Click and Create a New VM

&

CREATE ESXI COMPUTE/CONTROL VM/2



Step through the screens with the Following Answers:
Custom VM
VM Name: BLXX-ENVX-COMPUTE BLXX-ENVX-CONTROL
Datastore: DS1 DS2 (or opposite to 15)
VM Version: 8 8
Guest OS: Ubuntu 64-bit Ubuntu 64-bit

vCPUs: 16 (or optional) 8 (or optional)
RAM: 24GB 12GB
0 — OSTACK_NET ETHO-OSTACK_NET
NET

CREATE ESXI COMPUTE/CONTROL VM/3



POWER ON and POWER OFF your VMs (or files wont be created on the HOST)

SSH to the ESXi HOST and Modify the VM's .vmx files and set “vhv.enable = “TRUE"" in the files for the
COMPUTE/CONTROL nodes.

PATH to VM is
node:/vmfs/volumes/datastoreX/BL1 1-ENVX-COMPUTE/BL1T1-ENVX-COMPUTE.vmx

The ES5Xi Shell can be diszakbled by an administrative user. See the
wSphere Security documentation for more information.
~ # cd fvmfs/volumes/D5-1/BL11-

BL11-ENV1-COMPUTE/ BL11-FUEL/ BL11-VE/ E‘E?C-Cf:lmpﬂtibilit}ﬂ{ﬂde = WELLSE"
~ ¥ cd /vmfs/volumes/D5-1/BL11-

BL11-ENV1-COMPUTE/ BL11-FUEL/ BL11-VR/ s oq f'motion.checkpointFBSize = "4184304"
~ % ed fvmfs/volumes/D5-1/BL11-ENV1-COMPUTE/ 3 vlcleanShutdown = "TRUOE"™
/vmfs/volumes/552d7143-c65ab4d0-ThE4-382aa717d838/EL11-ENV1-COMPUTE # vi BL11-ENV1-COMPUTE.vmx]] cd M=oftPowerDff = "FALSE"

Y lvnv.enable = "TRUEf

BL11-ENV1-COMPUTE.vmx [Modified] 87/87



Power On your VM's and the Fuel server (if you have it configured
— see the appropriate section) will provide a DHCP IP and install
the bootstrap automatically

N te at your have nested setup working by running the
ning in the VM with KVM installed on

CREATE ESXI COMPUTE/CONTROL VM/4



The following slides will outline the steps to create a Nested
Environment within Fuel (on a Nested ESXi Environment)

For this activity you will need the following:

VI Client connected to your vSphere Host
An Installed Fuel VM (see previous sections)

ee previous sections)

CREATE ENVIRONMENT IN FUEL (UBI)/1



Login to your Fuel Server via the Web GUI (http:<host>:8000) — admin/admin, and
check the “Statictics Box off” and you should arrive a screen as outlined below

.. @ Joey's Notes: Basic ... JA Understanding Me... ‘ Bash Colors | HACK... [ Martika - Toy Soldie... E Java Platform Stand... @ RE/MAX Québecinc... noVNC |} How to unlock BOO... r:

2 admin Change password Logout

‘ ‘ ‘ ‘
| |
: TOTAL OUNAL!DCATHJ .
u i 1 Environments ‘ Releases Support NODES NODES

Home / Environments

My OpenStack Environments

New OpenStack Environment

CREATE ENVIRONMENT IN FUEL (UBI)/2



Create a new OpenStack environment

Name and Release
Name BL11-ENV-1

" Deployment Mode

- OpenStack Release Juno on Ubuntu 12.04.4 (2014.2.2-6.0.1) (defaL ¥
Compute

MNetworking Setup e Stack Juno packages Ut:_‘iil?t-%-
Storage Backends Openstack de ) - -

Additional Services

Finish

‘ Cancel ‘

CREATE ENVIRONMENT IN FUEL (UBI)/3




Create a new OpenStack environment

¥ Name and Release . . In this configuration the OpenStack controller is

Multi-node with HA deploye p%ratel'_-,-' from the compute and cinder
nodes. This mode assumes the presence of 1 controller

Multi-nede node and 1 or more comput der nodes. You can
add more nodes to scale your cloud later.

Deployment Mode
Compute
Metworking Setup
Storage Backends
Additional Services

Finish

Cancel

CREATE ENVIRONMENT IN FUEL (UBI)/4



Create a new OpenStack environment

" Mame and Release
KVM

v Deployment Mode Choose this type of hypervisor if you run OpenStack on hardware
Compute . | QEMU
Choose this type of hypervisor if you run Open5tack on virtual hosts

Metworking Setup
vCenter

Storage Backends C this option if you have a vCenter environment with ESXi servers to be used as
sors

Additional Services

Finish

‘ Cancel | 4 Prey ‘

CREATE ENVIRONMENT IN FUEL (UBI) /S




Create a new OpenStack environment

+ Name and Release
Neutron with VLAN segmentation (default)

+ Deployment Mode The n ing equipment must be configured fo N segmentation. This option
supports up to 4095 ne .

+ Compute . .
Neutron with GRE segmentation

Metworking Setup The ing equipment must support GRE segmentation. This
Ctor: TR
Storage Backends Neutron with VMware NSX

Additional Services This option require Wi to be installed and configured.

Legacy Networking (nova-network)

Finish
on if y i 0 ire different subnets for public and
i deprecate nova-network in
upcoming re

Cancel

REATE ENVIRONMENT IN FUEL

UBI



Create a new OpenStack environment

+ Name and Release
Neutron with VLAN segmentation (default)

+ Deployment Mode The n ing equipment must be configured fo N segmentation. This option
supports up to 4095 ne .

+ Compute . .
Neutron with GRE segmentation

Metworking Setup The ing equipment must support GRE segmentation. This
Ctor: TR
Storage Backends Neutron with VMware NSX

Additional Services This option require Wi to be installed and configured.

Legacy Networking (nova-network)

Finish
on if y i 0 ire different subnets for public and
i deprecate nova-network in
upcoming re

Cancel

CREATE ENVIRONMENT IN FUEL (UBI)/7



Create a new OpenStack environment

" Mame and Release

+ Deployment Mode

' Compute

" Metworking Setup
Storage Backends
Additional Services

Finish

Cancel

CREATE ENVIRONMENT IN FUEL (UBI)/7

Default

Ceph

VMWare vCenter/ESXi

s shared over i
vo or more Cep

Default
Z:'___:] Ceph
VMWare vCenter/ESXi

By default, Glance image service uses Swift
storage in HA « nent mode, and
L er node in simple
multi-node rr cend requires two
or more Ceph-05D nodes.




Create a new OpenStack environment

" Mame and Release —
|_| Install Sahara

+ Deployment Mode Sahara enables on demand provisioning of Hadoop clusters to be deployed on OpenStack
utilizing a variety of vendor distributions.

" Compute
Install Murano

" Metworking Setup Muraneo is an application catalog, which allows application developers and cloud
administrato publish vari loud-ready applications in a brow rized
catalog, which may be used cloud use uding the inexpe )

¥ Storage Backends up the needed applications and services and composes the reliable en
them in a “push-the-button” manner.

Additional Services J—
|_| Install Ceilometer (OpenStack Telemetry)

+ Finish Ceilometer provides metering and monitoring of an OpenStack cloud.

| Cancel

CREATE ENVIRONMENT IN FUEL (UBI)/8




Select Finish and Create, afterwards you should arrive back at @

screen that looks similar

X admin Change password Logout
- = TOTAL UNALLOCATED 1
u forOpesStack Environments Releases Support O NODES ROOkS m
Home / Environments / BL11-ENV-1
BL11‘ENV"1 (0 nodes)

OpenStack Release: Juno on Ubuntu 12.044 (2014.2.2-6.0.1) Deployment Mode: Multi-node Status: New

9 0 = v &
Networks Settings Logs Health Check Actiens

Filter By

CREATE ENVIRONMENT IN FUEL (UBI)/9



Network Settings

Neutron with VLAN segmentation

Public

Start End

IP Range 172.16.11.2 172.16.11.126
CIDR 172.16.11.0/24

Use VLAN tagging (v 111

Gateway | 17216111

Management

CIDR 192.168.0.0/24

CREATE ENVIRONMENT IN FUEL (UBI)/10



Once you see that your Compute/Control nodes have been

found and picked up by Fuel, Click on the “Add Nodes” Button

ldie... [@) Java Platform Stand... ¥ RE/MAX Québec inc... noVNC | How to unlock BOO... ri

X admin Change password Logout

TOTAL
NODES

UNALLOCATED
NODES

£ New node is discovered: 8 CPUs / 12.0
GB RAM /0.322 TB HDD

# New node is discovered: 16 CPUs / 24.0
GB RAM / 0.214 TB HDD

Status: New

© Master node installation has been
completed successfuilly. Now you can
boot new nodes over PXE, they will be
discovered and become available for
installing OpenStack on them

View all

CREATE ENVIRONMENT IN FUEL (UBI)/11



Assign Roles

32[ Controller
The controller initiates orchestration activities and provides an external API. Other components like Glance (image storage), Keystone (identity management), Horizon

(OpenStack dashboard) and Nova-Scheduler are installed on the controller as well.

Compute o
A compute node creates, manages and terminates virtual machine instances.

\:\ Storage - Cinder
Cinder provides scheduling of block storage resources, typically delivered over iSCSI, VMWare vCenter, and other compatible backend storage systems. Block storage can be used
for database storage, expandabile file systems, or providing a server with access to raw block level devices.
| | storage - Ceph OSD
Ceph storage can be configured to provide storage for block volumes (Cinder), images (Glance) and ephemeral instance storage (Nova). It can also provide object storage
through the $3 and Swift AP] (See settings to enable each).
Telemetry - MongoDB
A feature-complete and recommended database for storage of metering data from OpenStack Telemetry (Ceilometer).
Zabbix Server A
Zabbix monitoring system server.
[ Select All

HDD: 0.3 TB RAM: 12.0 GB (1) i Select All

itled (2a:57)

3 © DISCOVERED CPU:4(8) HDD:03TB RAM:120GB
CONTR R

CREATE ENVIRONMENT IN FUEL (UBI)/1



Group By Filter By

Roles Node name/mac 5 I | ‘ Configure Interfaces ‘ # Edit Roles

¥ Selact All

Controller (1) ¥ Select All

o @ PEMDING ADDITION CPU:4(8) HDD:03TE RAM:12.0GE

¥l Select All

£ @ PENDING ADDITION CPU:8(16) HDD:2000GE RAM: 24.0 GB £
COMPUTE

CREATE ENVIRONMENT IN FUEL (UBI)/13



Configure the Adapters thus

Configure interfaces on 2 nodes

w MAC: 00:0c29:0e:17:a1
etho Speed: N/A

Admin (PXE)

Public
WLAN ID: 111

Storage
WLAM ID: 911

Management
VLAM ID: 811

w MAC: 00:0c:29:0e:17:ab

Speed: N/A

Private
VLA IDs: 1031-1060

Back To Mode List

CREATE ENVIRONMENT IN FUEL (UBI)/14
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Login o Fuel Node and run the pre-deploy script for this
environment

La=st login: Wed Apr 15 00:24:18 2015

[root@fusel-b111l ~]1#% fopt/opnfv/pre-deploy.sh 1

Getting deployment info...

Defanlt deployment info was downloaded to fvarflihfnpnfvfdeplﬂyment_l
Getting provisioning info...

Defanlt provisioning info was downloaded to fvarflihfﬂpnfvfprﬂ?isiﬂning_l

Pre-deployment configuration

IF=s for the DHNS =servers to go into fetofresolv.conf. You will be
prompted for one IP at the time. Press return on an empty line
to complete your input. If no DNS server is specified, the IP of
the Fuel master will be used instead.

TP for CIC name ser?ers:lﬂ.113.32.193l




Refresh your FUEL Gui and observe that the message states we have
changed something outside the GUI (that's a good thing). Click

Deploy Changes and your Envrionment will install

L L T
X admin Change password Logout

- TOTAL UNALLOCATED
ir Releases upport =
u for OpenStack Environments Supp NODES NODES

Home / Environments / BL11-ENV-1

BLTI-ENV-1 2 nodes)

OpenStack Release: Juno on Ubuntu 12.044 (2014.2.2-6.0.1) Deployment Mode: Multi-node Status: New

Some deployment parameters for this environment have been modified from Fue!l CLI. Changes from Fuel CLI take precedence over any settings made from youtr
e b e Drrnroort i+~ an
Drowser. rroceed wiin cauaon.
—)
A 4 a2
Nodes Networks Settings Logs Health Check Actions

Group By Filter By

Roles

Select All
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Observe the Deployment Screen

O

Settings

Group By Filter By

Roles ¥ | | Node name/mac

Controller (1)

AR Wi HDD:03TE RAM:12.0GE
COMTROLLER '

Compute (1)

Untitled (17:a1)

COMPUTE

CPL: 8 (16) PD: 2000 GE RAM: 24.0 GB
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Select All

Salect All

O

Select All

O




