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OVERVIEW

 This document will outline the following information:

 Overall description of the Lab layout and setup

 LLD (One-Pager) of each Blade/Lab

 List of Tools and applications you will need

 At the bottom are example slides of common activities you will do 

connecting and working in the lab (port forward, deploy, etc)



PREAMBLE / INFO

 The Montreal Lab is a HP C6000 Chassis (16Blade) enclosure with 2 
Mezzanine cards (4 NICs per Blade).  There are two V670’s backing 
the enclosure

 Nested Environments occupy a complete blade and run either:

 Ubuntu 14.10, Centos 7 or ESXi 5.5 as base hypervisor and contain:

 Fuel VM

 Compute and Control VM

 Virtual Router VM (quagga or vyatta)

 Since we run the vSwitch in Promiscuous mode and not bound to a NIC, we use the 
VR to ensure Network L2 Barrier.  As well, if a User wants to make a Tenant or 
Compute/Control interface Public – the facility is there at will



ACCESS INFORMATION

 You will need the following setup in order to access the lab:

 1st – Provide SSH key to Jonas, Daniel, Erik R or other Sudoer to get an account 
created on the SSH GW.

 Once you have your account, you access the SSH GW via the IP provided in the 
mails sent and from there you can ssh to either your FUEL Node or your Router, etc

 Port Forwarding is much better than using Firefox on the SSH GW

 You should also be ready to install / use

 I virtual machine with Ubuntu (for virsh, libvirt-mgr etc if you want local based 
access)

 Vmware VIC – 5.5 update 1 (get it from vmware.com)

 Firefox (it works better for ILO frames than Chrome or IE)

 Xming, Exceed or some other Xdisplay tool



PASSWORD QUICK REFERENCE

 Some common users/passwords you will typically use:

 FUEL GUI – admin/admin

 FUEL (and COMPUTE/CONTROL) SSH – root/r00tme

 vSphere ESXI – root/systemabc

 Ubuntu Base OS (Libvirt Env) root/systemabc

 Vyatta Routers – vyatta/vyatta



BLD9 IP / VLAN INFORMATION

 BLADE 9 Layout Information
ILO IP – 10.118.32.208 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL9_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vlan 809), Mgmt (vlan 909)

BL9_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1000-1030

 Routable Addresses:

ESXi VIC - 10.118.34.195  - root/systemabc

Virtual Router – 10.118.34.196 – vyatta/vyatta

Blade9-FUEL – 10.118.34.211 – admin/admin

 Network Assignments:

Public – 172.16.9.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL9 LOGICAL 

CONNECT DIAGRAM
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VMNIC4         
(P19-SWA)



BLD10 IP / VLAN INFORMATION

 BLADE 10 Layout Information  (JENKINS-BUILD-SERVER)
ILO IP – 10.118.32.208 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL9_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vlan 809), Mgmt (vlan 909)

BL9_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1000-1030

 Routable Addresses:

ESXi VIC - 10.118.34.195  - root/systemabc

Virtual Router – 10.118.34.196 – vyatta/vyatta

Blade9-FUEL – 10.118.34.211 – admin/admin

 Network Assignments:

Public – 172.16.9.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL10 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
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BLD11 IP / VLAN INFORMATION

 BLADE 11 Layout Information
ILO IP – 10.118.32.209 (reachable via OA @ 10.118.32.197 only)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL11_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 111), Storage (vlan 811), Mgmt (vlan 911)

BL11_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1031-1060

 Routable Addresses:

ESXi VIC - 10.118.34.199  - root/systemabc

Virtual Router – 10.118.34.200 – vyatta/vyatta

Blade9-FUEL – 10.118.34.212 – admin/admin

 Network Assignments:

Public – 172.16.11.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL11 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
(P19-SWA)
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BLD12 IP / VLAN INFORMATION

 BLADE 12 Layout Information
ILO IP – 10.118.32.210 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL12_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vlan 809), Mgmt (vlan 909)

BL12_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1000-1030

 Routable Addresses:

ESXi VIC - 10.118.34.201  - root/systemabc

Virtual Router – 10.118.34.202 – vyatta/vyatta

Blade12-FUEL – 10.118.34.213 – admin/admin

 Network Assignments:

Public – 172.16.12.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL12 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
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BLD13 IP / VLAN INFORMATION

 BLADE 13 Layout Information
ILO IP – 10.118.32.210 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

STEFAN BERG TO PROVIDE INPUT

Routable Addresses:

Ubuntu Base OS - 10.118.34.203  - user/systemabc

Blade13-FUEL – 10.118.34.213 – admin/admin

 Network Assignments:

Public – 172.16.13.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL13 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
(P19-SWA)

VR

BL9_ENV1_PRV_NET

BL9_OSTACK_NET
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VMNIC4         
(P19-SWA)



BLD14 IP / VLAN INFORMATION

 BLADE 13 Layout Information
ILO IP – 10.118.32.212 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL9_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vlan 809), Mgmt (vlan 909)

BL9_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1000-1030

 Routable Addresses:

Ubuntu Base OS - 10.118.34.205  - root/systemabc

Blade14-FUEL – 10.118.34.214 – admin/admin

 Network Assignments:

Public – 172.16.14.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL14 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
(P19-SWA)

VR

BL9_ENV1_PRV_NET

BL9_OSTACK_NET
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eth1

eth0
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VMNIC4         
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BLD15 IP / VLAN INFORMATION

 BLADE 15 Layout Information
ILO IP – 10.118.32.213 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

STEFAN BERG TO PROVIDE INPUT

 Routable Addresses:

Ubuntu Base OS - 10.118.34.207  - root/systemabc

Blade9-FUEL – 10.118.34.214 – admin/admin

 Network Assignments:

Public – 172.16.13.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL15 LOGICAL 

CONNECT DIAGRAM

BLADE 9

FUEL

OPNFV_PUBLIC

VMNIC2         
(P19-SWA)
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BL9_ENV1_PRV_NET

BL9_OSTACK_NET

CONTROL COMPUTE
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eth1

VMNIC4         
(P19-SWA)



BLD16 IP / VLAN INFORMATION

 BLADE 16 Layout Information  - WEB SERVER / INTERNET REPO
ILO IP – 10.118.32.213 (reachable via OA @ 10.118.32.197)

 Physical Connections:

VMNIC2 (Bay3) -> Port 19SWA,  VMNIC (Bay4) -> Port SWB

*note: FT/HA/Bonding Not Enabled

 Logical Connections:

BL9_OSTACK_NET – Bound to VMNIC4 (PRIVATE L2VLAN ON PHYSICAL-SWITCH)

Carries Admin(PXE), Public (Vlan 109), Storage (vlan 809), Mgmt (vlan 909)

BL9_ENV1_NET – Bound to NO NIC (Internal to this blade only)

Carries  Private (Tenant) – VLAN 1000-1030

 Routable Addresses:

Ubuntu Base OS - 10.118.34.207  - root/systemabc

Virtual Router – 10.118.34.208 – vyatta/vyatta

Blade9-FUEL – 10.118.34.214 – admin/admin

 Network Assignments:

Public – 172.16.13.0/24

Management – 192.168.0.0/24

Storage – 192.168.1.0/24



BL16 LOGICAL 

CONNECT DIAGRAM
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BAREMETAL LAB DETAILED SETUP

*NOTE ONLY 1 COMPUTE/CONTROL SHOW

PNIC0 PNIC1

CONTROL

PNIC0 PNIC1

JUMPSTART SERVER

FUEL VM

eth0 eth1

PNIC0 PNIC1

COMPUTE

ADMIN (PXE) Untagged Network – 10.20.0.0/16

PUBLIC NETWORK (172.20.1.0/24) – TAG 100 (.200-.230 for NAT)
ROUTABLE NETWORK

STORAGE NETWORK (172.20.1.0/24) – TAG 102
NON-ROUTABLE NETWORK

MGMT  NETWORK (172.20.1.0/24) – TAG 100 
NON-ROUTABLE NETWORK

EXTERNAL NET (ACCESS)
10.118.34.192/27

TAG 20 
IP (ACCESS) INFORMATION:

FUEL EXT – 10.118.34.217

BM_NTP_EXT – 10.118.34.219

BM_NTP_PUB – 172.20.1.253

PUBLIC GW – 172.20.1.1



PORT-FORWARD FOR FUEL GUI /1 

 The following shows the steps to setup and connect to your FUEL 

server in the lab with a web browser through a Port Forward.  You 

will need:

 Putty

 An account on the Ericsson OPNFV SSH GW

 A Lab assigned for use.  IN the example, we use the BLD9-FUEL server 

(IP info, etc listed above in Blade/Lab section of this workbook)



PORT-FORWARD FOR FUEL GUI /2

 Open up Putty (as Administrator – hold shirt when starting it from 

taskbar)



PORT-FORWARD FOR FUEL GUI /3

 Configure Main Putty Screen as shown below (/// OPNFV SSH GW 
IP)



PORT-FORWARD FOR FUEL GUI /4

 On Left Side – Click SSHTunnels and configure you Port Forwarding 

thus (note: if you are going to a different Fuel – make sure you use 

the appropriate IP herein). Then click Open and Login



PORT-FORWARD FOR FUEL GUI /5

 Open CMD on windows and observe that the port is forwarded 
through (netstat –amb | more)



PORT-FORWARD FOR FUEL GUI /6

 Open a browser and go to http://localhost:8000 and you will see 

your FUEL open up – Login is “admin/admin”

http://localhost:8000/


PORT FORWARDING – VIC SETUP/1

 The following slides outline how to connect to the VIC (ESXi) 

vSphere via the Ericsson OPNFV SSH GW so you can power on / 

off and use the console of your FUEL, VR, COMPUTE and 

CONTROL Nodes.

 For this task you will need the following (These steps are done on 
Windows 8 Environment):

 VIC Client installed 5.5 is required

 Putty (or other SSH Port forwarding) Tool

 A Blade/Lab Environment to connect to (Bl9,11,12 & 13)



PORT FORWARDING – VIC SETUP/2

 Open up Putty (as Administrator – hold shirt when starting it from 

taskbar)



PORT FORWARDING – VIC SETUP /3

 Configure Main Putty Screen as shown below (/// OPNFV SSH GW 
IP)



PORT FORWARDING – VIC SETUP /4

 On Left Side – Click SSHTunnels and configure you Port Forwarding 

thus (note: if you are going to a different vSphere– make sure you 

use the appropriate IP herein). Then click Open and Login



PORT FORWARDING – VIC SETUP /5

 Open CMD on windows and observe that the port is forwarded 
through (netstat –amb | more)



PORT FORWARDING – VIC SETUP /6

 Open up VIC and in the HOST: put “localhost” and the root/systemabc and 
click Connect  (note: If you get a message about certificate – check –install 
and select Ignore and select yes if it complains about new cert).



PORT FORWARDING – VIC SETUP /7

 Observe your vSphere Console is opened.  Console will work 

through port 902 so it must be available.  You aren’t able (without 

a lot of work) to change this setting inside vSphere.  From here 
you can create you Fuel, VR and other VM’s



CREATE ESXI COMPUTE/CONTROL VM/1

 The following slides outline the steps you do to manually create 

and configure your compute and control blades. Showing how 

to set them up for Nested Operation – note* without vhv

parameter in your .vmx file, your Openstack will fail to work.

 Things you will need to execute this activity

 A Blade/Lab using ESXi for Nested OPNFV operation

 A VI Client

 A Port Forward Tunnel setup to your VIC (see previous section)



 Starting from the Login Screen, Click and Create a New VM

CREATE ESXI COMPUTE/CONTROL VM/2



CREATE ESXI COMPUTE/CONTROL VM/3

 Step through the screens with the Following Answers:

 Custom VM

 VM Name: BLXX-ENVX-COMPUTE BLXX-ENVX-CONTROL

 Datastore: DS1 DS2 (or opposite to 1st)

 VM Version: 8 8

 Guest OS: Ubuntu 64-bit Ubuntu 64-bit

 vCPUs: 16 (or optional) 8 (or optional)

 RAM: 24GB 12GB

 NICS: ETH0 – OSTACK_NET ETH0-OSTACK_NET

 NICS: ETH1 – ENVX_NET ETH1-ENVX_NET

 DISK: 200GB (Optional) 300GB(optional)



CREATE ESXI COMPUTE/CONTROL VM/4

 POWER ON and POWER OFF your VMs (or files wont be created on the HOST)

 SSH to the ESXi HOST and Modify the VM’s .vmx files and set “vhv.enable = “TRUE”” in the files for the 
COMPUTE/CONTROL nodes.

 PATH to VM is 

node:/vmfs/volumes/datastoreX/BL11-ENVX-COMPUTE/BL11-ENVX-COMPUTE.vmx 



CREATE ESXI COMPUTE/CONTROL VM/4

 Power On your VM’s and the Fuel server (if you have it configured 

– see the appropriate section) will provide a DHCP IP and install 

the bootstrap automatically

 You can test that your have nested setup working by running the 

“kvm-ok” from any distro running in the VM with KVM installed on 

it.



CREATE ENVIRONMENT IN FUEL (UBI)/1

 The following slides will outline the steps to create a Nested 

Environment within Fuel (on a Nested ESXi Environment)

 For this activity you will need the following:

 VI Client connected to your vSphere Host

 An Installed Fuel VM (see previous sections)

 Created Compute/Control VM (see previous sections)

 FUEL Port Forward setup (see previous section)



 Login to your Fuel Server via the Web GUI (http:<host>:8000) – admin/admin, and 
check the “Statictics Box off” and you should arrive a screen as outlined below

CREATE ENVIRONMENT IN FUEL (UBI)/2



 Click on Create New Environment and Name your new 
environment (for example BL11-ENV-1) and select Juno Ubuntu 

release and select “Accept”

CREATE ENVIRONMENT IN FUEL (UBI)/3



 Select Multi-Node (NOT HA) and click Next

CREATE ENVIRONMENT IN FUEL (UBI)/4



 Select “KVM” and click Next

CREATE ENVIRONMENT IN FUEL (UBI)/5



CREATE ENVIRONMENT IN FUEL (UBI)/6

 Select VLAN Segmentation



CREATE ENVIRONMENT IN FUEL (UBI)/7

 Select VLAN Segmentation



CREATE ENVIRONMENT IN FUEL (UBI)/7

 Select Cinder and Glance Options (up to your desires)



CREATE ENVIRONMENT IN FUEL (UBI)/8

 Select any additional Openstack Options that you want



CREATE ENVIRONMENT IN FUEL (UBI)/9

 Select Finish and Create, afterwards you should arrive back at a 

screen that looks similar



CREATE ENVIRONMENT IN FUEL (UBI)/10

 Power on your VM’s via the VI Client and while they are booting, Click on the Network Tab in 
the GUI and edit the information according to the Lab Layout (provided in the Blade/Lab 
Section of this document).  Click Save at the bottom once you have made your changes



CREATE ENVIRONMENT IN FUEL (UBI)/11

 Once you see that your Compute/Control nodes have been 
found and picked up by Fuel, Click on the “Add Nodes” Button



CREATE ENVIRONMENT IN FUEL (UBI)/12

 Select the Appropriate Roles for the Control/Compute nodes



CREATE ENVIRONMENT IN FUEL (UBI)/13

 Select the Two Nodes and Click on Configure Interfaces



CREATE ENVIRONMENT IN FUEL (UBI)/14

 Configure the Adapters thus



 Login to Fuel Node and run the pre-deploy script for this 

environment

CREATE ENVIRONMENT IN FUEL (UBI)/15



 Refresh your FUEL Gui and observe that the message states we have 
changed something outside the GUI (that’s a good thing). Click 
Deploy Changes and your Envrionment will install

CREATE ENVIRONMENT IN FUEL (UBI)/16



 Observe the Deployment Screen

CREATE ENVIRONMENT IN FUEL (UBI)/17


