Project Name:	Comment by Huawei, Ulrich Kleber: Comments by 
Michael Lynch, 
Morgan Richomme,
Markus Berglund
· Proposed name for the project: Octopus
· Proposed name for the repository: TBD
· Project Categories:
· Documentation (developers user guide)
· Requirements ( guideline and high level requirement for integration) 
· Integration & Testing (main part)
· Collaborative Development (affecting all upstream projects)
Project description:
Problem Statement:
OPNFV will use many upstream open source projects to create the reference platform. All these projects are developed and tested independently and in many cases, not have use cases of other projects in mind. Therefore it is to be expected that integration of these projects probably will unveil some gaps in functionality, since testing the OPNFV use cases needs the interworking of many upstream projects. Thus this integration work will bring major benefit to the community.
Therefore the goal of the CI project – Octopus – is to quickly provide prototype integration of a first set of upstream projects. Step by step this later will be evolved to a full blown development environment with automated test and verification as a continuous integration environment, supporting both, the parallel evolutionary work in the upstream projects, and the improvement of NFV support in this reference platform.	Comment by Huawei, Ulrich Kleber: Markus Berglund:
General:
There was on many sections that going forward step by step and then adjust CI based on needs.
It should be planned because if actual base architecture of CI changes when going forward it might effect to tools, test cases
etc which led to rework. This should be avoid much as possible. So architecture should be derived carefully first and going
forward step by step using initial plan.

Answer:
On October 27 we said we should start the project without such a top-down planning.


Answer during review session:
This would need to base on the final architecture. We can use architecture from the upstream projects and thus be faster. We want to leverage existing processes and architectures.
However we should specify the first deliverables 
Summary
The CI project provides the starting point for all OPNFV development activities. It starts by integrating stable versions of basic upstream projects, and from there creates a full development environment for OPNFV including automatic builds and basic verification. This is a very complex task and therefore needs a step by step approach. At the same time it is urgent to have a basic environment in place very soon. 
The following list shows all necessary tasks for creation of the final environment and gives some idea how the work will be approached. More details need to be worked out during the project lifetime; the appendix provides some more details that are already available.
· Select a basic set of upstream projects to be integrated in the first step 
we will start with the list from the F2F (see below) and adjust if necessary
· Select a basic hardware definition for the build servers and for the basic verification 
Linux Foundation provides the starting pointinitial environment	Comment by Huawei, Ulrich Kleber: Morgan Richomme:
I think you are making a reference to the IT environment traditionnaly provided by LF for build, is it correct?

Answer: 
Yes. Tried to clarify.
· Select the tools for code repository, build processes and automation 
Linux Foundation provides the starting pointinitial tools and environment
· Define the image formats for code deployment in the test environment 
Start with a quick solution and later decide for a format allowing easy deployment for developers and automated verification
· Define the branching rules for the code repositories 
this will be defined by TSC in the development process and used here
· Provide the code repositories 
part of Linux Foundation support
· Integrate the basic set of upstream projects 
Main part of the first step of the project
· Provide necessary OPNFV glue code to integrate different upstream project codes 
necessary in main part of the project
· Implement build process for developers 
start off with basic build tools and adjust step by step. If necessary, a separate project for build environment can be established
· Implement automatic build process on central servers 
as before, start with basic tools and adjust step by step or via separate project
· Provide or implement basic test objects (VNFs and VNFM, NFVO) 
will be done in project “VNF deployment test cases”
· Implement automatic process for basic verification of the build images on central servers 
as above, start with basic tools and adjust step by step or via separate project	Comment by Huawei, Ulrich Kleber: Morgan suggests whether the “continuous” tasks should be moved to a separate project. There might be a risk if both creation of the environment and continuous integration are done in one project.


Answer:
This was discussed in the community on October 27. There was consensus to keep it in one project.
· Implement the process for continuous upgrade to newer versions of upstream projects 
cover by project “Simultaneous Release” and development process
· Implement the process for adding more upstream projects to the automated build and verification 
part of later stages of the project
· Execute the continuous automated builds and basic verification 
part of later stages of the project	Comment by Huawei, Ulrich Kleber: Markus Berglund:
Will there be new project or how “support” of CI will be handled after it is in use order to keep availability..?
This should be addressed or pointed how it will be done. At least I didn’t find that information.

Answer:
My idea was to include that in Octopus. This bullet point was planned to describe it.
Do we need clearer wording?
The above topics interlink to each other very closely.
Basic set of upstream projects
The initial set was already identified during face-to-face on October 2, 2014:
· Open Stack - subprojects to be selected 
· KVM / QEMU / libvirt (Support under Nova)
· Open Daylight (Support along with Neutron)
· Linux Kernel ( Supported Compute nodes)
· OVS (DPDK/ODPaccelerated version using DPDK user space patches) 
note: OVS is known to be too slow, so need to enhance and provide alternate to meet the SDN/DP latency & scale requirements	Comment by Huawei, Ulrich Kleber: Comment by Michael Lynch.

· CEPH - block, data, image… 
can start with Cinder and progress to Ceph as it evolves; some concerns, but use as start point and add alternate solutions later
The initial set is meant to be as small as possible, so the initial environment can be provided early.
Of course together with any of those projects, also all dependencies, e.g. MySQL (or some other SQL DBs) as the database, RabbitMQ (or some other MQs) as the message bus, etc.. must be included. 
Scope:
Octopus will create the complete basic development and build environment for OPNFV and start the periodic execution of the automatic build and basic verification. It will provide the processes for development, for upgrade to newer versions of upstream projects and for adding more components or upstream projects. 
Octopus will not decide when and which upstream project to be added to OPNFV.
Testability:
Octopus will provide the basic test and verification environment. Details will be specified later.
Documentation:
The whole environment as created by Octopus will be well documented with user guides for all developers. For any specifics in the upstream projects, it will refer to the documentation in the upstream project.
Require Management API for OPNFV Platform and Tools for OPNFV CLI/GUI.
Dependencies:
The first step of integration has no dependency on other OPNFV projects.
Test and verification in later project stages is dependent on the test objects provided by VNF deployment test cases project.
Continuous integration in later project stages is dependent on the Simultaneous Release project.
Committers and Contributors:
Companies/affiliations committed to the project and willing to provide substantial resources:
· Huawei (10), contacts: Uli Kleber (ulrich.kleber ad huawei.com), Prakash Ramchandran (p.ramchandran ad huawei.com)
· Cisco, contact: Ian Wells (iawells ad cisco.com)
· RedHat, contact: Dave Neary (dneary ad redhat.com
· HP, contact: Dave Lenrow (david.lenrow ad hp.com)
· ..
Maintainers:	Comment by Huawei, Ulrich Kleber: Review meeting:
We need names there.
Committers:
Planned deliverables:
See project description
The first step will be to generate a build of all the upstream components.

Proposed Release Schedule:	Comment by Huawei, Ulrich Kleber: Markus Berglund:
Schedule:
More detailed schedule 
- when requirements has to be derived for CI
- when which step is ready
- If dependencies to another projects

Answer:
On October 27 we said we should start the project without providing the detailed schedule.
· 1st Alfa release 6 months from start date 
· to be dependent on start version like Juno on Openstack in Nov 1st week as one to launch.	Comment by Huawei, Ulrich Kleber: Some description for the first step to be added.

Appendix:
The following information is preliminary and may be used during the project lifetime.	Comment by Huawei, Ulrich Kleber: Bin will add some text here explaining that this is a living description that will evolve during the project life time.

The plan is to use gira for more detailed planning.
Basic set of upstream projects
The initial set was already identified during face-to-face on October 2, 2014:
· Open Stack - augmenting and starting on top, subprojects to be selected, e.g.:. 
· Electron(NFV Open Platform Management Module) – New CLI
· Keystone (Identity Module)
· Nova (Compute Module)
· Glance (Image Catalog)
· Neutron (Network module) / with SDN option through ODL like project.
· Cinder (Block Storage) /with CEPH option for integration and 
· Swift (Object Storage)
· Horizon (Dashboard/GUI) – [Electron Dashboard as Horizon Extension]
· Heat (Orchestration of Stack) 
· Cielometer (Telemetry Module)
· KVM / QEMU / libvirt (Support under Nova)
· Open Daylight (Support along with Neutron)
· Linux Kernel ( Supported Compute nodes)
· OVS (DPDK/ODP) note: OVS is known to be too slow, so need to enhance and provide alternate to meet the SDN/DP latency & scale requirements
· CEPH - block, data, image… (can start with Cinder and progress to Ceph as it evolves; some concerns, but use as start point and add alternate solutions later)
The initial set is meant to be as small as possible, so the initial environment can be provided early.
Of course together with any of those projects, also all dependencies, e.g. MySQL (or some other SQL DBs) as the database, RabbitMQ (or some other MQs) as the message bus, etc.. must be included. This includes selection of some alternatives or providing multiple options in later steps.
Additional upstream projects will be added when the initial process is established. Examples of upstream projects that may be added later:
· Docker style environments
· DPI solutions
Guidelines for selection of upstream code:
1. The Source code meets the requirements of SWA-1-5 as per NFV specs to a larger extent and there is larger community acceptance of the same.
2. The Source code is Open source and with no License or IPR restrictions with proper releases from the Community and or Vendors associated.
3. The Source code is interafacable with minimum efforts and fit the OPNFV framework.
4. The Community or Vendor is willing to contribute and develop the source in OPNFV community to make it acceptable for alignment with upstream releases.
5. The timelines of upstream code availability is in accordance with OPNFV time lines.
6. Technical Steering Committee will have final say in accepting or rejecting the Contribution and upstream codes to ensure fair process. The objective is to ensure that Stack’s build for OPNFV 1.0 are consistent with Reference Models in Normative documents of NFV.
Basic Hardware selection
· Central build servers for the automatic builds
· Recommendations for developers to build their hardware and software environment	Comment by Huawei, Ulrich Kleber: Morgan Richomme:
What could be "recommendations for developers"? Are you thinking to specific hardware (DFPDK/ODL/SR-IOV)? => not very clear in the description of the project
In the testbed project, Trevor is working on a SW/HW definition for the testbed - it is different from the HW for developers but it may have some connections.

Answer:
Yes. Based on the selected test hardware we should provide such recommendation.
Should I mention a dependency on the SW/HW definition for testbeds project?
Tools for Code Repository, Build Processes and Automation
Octopus will create a hierarchical build system that uses the build tools as defined by each of the upstream projects and combines them via some scripting. Therefore the necessary tools will be a superset of the tools used by the upstream projects.
In some cases however, OPNFV may also just use complete binaries from an upstream project. In that case, OPNFV doesn’t need to use the build process of upstream projects again, but then patches for the upstream project cannot be developed or verified in OPNFV environment.
Additional tools need to be selected for the automated (periodic) build and basic verification, as well as deployment of the build images on target servers in the test environments.
Examples:
· Code repository: git /Github or mercurial or svn
· Scripting: python/bash and Orchestration tools like Salt/Ansible for VNF lifecycle
· Automation: Jenkins 
· Development: DevStack
· Deployment: Pacstack/Stackforge & Sleeted Vendor Offerings for reference implementation
· Verification: Tempest
· NFVI Tools – Vagrant, Cobbler and Baremetal builders like Ironic
· Service Orchestration : Java based for North Bound if taken up in NFVOPS 1.0
· …
Image formats for code deployment in the test environment
Select the format to match all build tools and deployment requirements e.g. qcow2 with metatdata in container formats (OVF) and other qemu image converters if IaaS platform lacks any
Define the branching rules for the code repositories
Clearly define when branches in the repositories shall be created or merged.
The branching strategy needs to define both:
· Usage of branching by OPNFV development (6 monthly cycle with few snapshots)
· Usage of branches of upstream projects and their relation to branching in OPNFV repository (e.g. periodic merge from upstream branches after their successful builds or only use stable branches), also how to use branching when patches to upstream projects are contributed to the upstream project but already active in OPNFV, etc.
Provide the code repositories
Provision and make available to all developers. (All via Github)
Maintain the repository.
Integrate the basic set of upstream projects
Develop the changes on the basic set of upstream project that are necessary to make them run together as a basis for an NFVI + VIM layer as defined in the NFV architectural framework.
Implement build process for developers
Develop a simple build system that can be used by the developers of OPNFV. (e.g. Can use DevStack extensions for OPNFV)
Best practice would be to minimize differences to central build.
Implement automatic build process on central servers
Develop automation of the build process.
Decide on frequency (e.g. start biweekly and bring it down to daily) and execute the builds.
Tagging of the builds.
Provide or implement basic test objects (VNFs, and VNFM, NFVO)
Select from open source or implement basic test objects to be used for verification. (like Tempest Integration test Suite in Openstack)
Implement automatic process for basic verification of the build images on central servers
Develop automation of the basic verification using the test objects.
Implement the process for continuous upgrade to newer versions of upstream projects
(controller Sourcing based on Gerrit Approvals)
While all previous steps just create a single version of the OPNFV platform and development like in other open source projects, this step provides the environment to synchronize the OPNFV build process with upstream projects as they move to newer versions. 
Note that Octopus will not be responsible for the decision when to synchronize, but provide the necessary mechanisms in the automated build and verification.
Implement the process for adding more upstream projects to the automated build and verification
(TSC Approval Basis)
Adding more upstream projects in many cases will need adjustments in the tool chain.
Execute the continuous automated builds and basic verification
(CI with Release testing)
Octopus covers both the initial creation of the development and build environment, as well as maintaining the environment and executing the automated builds and tests.
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		To
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		morgan.richomme@orange.com; Ulrich.Kleber@huawei.com; opnfv-tsc@lists.opnfv.org; opnfv-tech-discuss@lists.opnfv.org



Hi,



 



Couple comments to proposal.



 



Schedule:



More detailed schedule 



- when requirements has to be derived for CI



- when which step is ready



- If dependencies to another projects



 



General:



There was on many sections that going forward step by step and then adjust CI based on needs.



It should be planned because if actual base architecture of CI changes when going forward it might effect to tools, test cases



etc which led to rework. This should be avoid much as possible. So architecture should be derived carefully first and going



forward step by step using initial plan. 



 



Will there be new project or how “support” of CI will be handled after it is in use order to keep availability..?



This should be addressed or pointed how it will be done. At least I didn’t find that information.



 



*********************************************************** 
Markus Berglund
Senior Specialist



Networks 
NOKIA



  
Address:  Karakaari 15 02610 Espoo FINLAND 
Mobile:     +358 (0)400 524 501 
E-mail:      markus.berglund@nsn.com 
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From: opnfv-tech-discuss-bounces@lists.opnfv.org [mailto:opnfv-tech-discuss-bounces@lists.opnfv.org] On Behalf Of ext Morgan Richomme
Sent: Monday, November 10, 2014 5:00 PM
To: Ulrich Kleber; opnfv-tsc@lists.opnfv.org; opnfv-tech-discuss@lists.opnfv.org
Subject: Re: [opnfv-tech-discuss] Project Proposal CI (Continuous Integration) Ready for Review



 



Hi,

I do not have specific comments on Octopus
the need is clearly identified
the description remains at a high level
there are still lots of open scenarii in the different sections (selection of components, synchro mechanism with upstream project, choice of the version of upstream projects)

I can see 2 major streams
1) creation of the dev environment => no mention of packaging (at purpose?), just scripts are mentioned
What will be the mentioned alpha release: a distro or a suite of scripts + associated documentation
2) continuous integration on top of this created environement including test suite to validate the integration of the different upstream projects

It is not very different from Openstack packastack/devstack on one side + tempest on the other side -  generalized to all the upstream projects....
Is there no risk to get these 2 main tasks in 1 project? 

regarding the HW definition section: the configuration will be the one provided by LF? ("Linux Foundation provides the starting point") I think you are making a reference to the IT environment traditionnaly provided by LF for build, is it correct?

What could be "recommendations for developers"? Are you thinking to specific hardware (DFPDK/ODL/SR-IOV)? => not very clear in the description of the project
In the testbed project, Trevor is working on a SW/HW definition for the testbed - it is different from the HW for developers but it may have some connections.

/Morgan

On 10/29/2014 04:05 PM, Ulrich Kleber wrote:



Hi,



I have updated the CI project proposal in the wiki at:



 



https://wiki.opnfv.org/continuous_integration_ci 



 



I provided a compromise and kept the list of necessary tasks with some notes in the main part of the proposal



and moved the details to an appendix.



 



This version of the project proposal is ready for official review.



The review period for the proposal starts today and ends in two weeks, that is on November 12, EoB PST.



 



Best regards,



Uli



 



Mit freundlichen Grüßen,



 



Ulrich KLEBER                              



Chief Architect Cloud Platform



European Research Center



Enterprise IT R&D Division



HUAWEI TECHNOLOGIES DUESSELDORF GmbH
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Hi,

I do not have specific comments on Octopus
the need is clearly identified
the description remains at a high level
there are still lots of open scenarii in the different sections (selection of components, synchro mechanism with upstream project, choice of the version of upstream projects)

I can see 2 major streams
1) creation of the dev environment => no mention of packaging (at purpose?), just scripts are mentioned
What will be the mentioned alpha release: a distro or a suite of scripts + associated documentation
2) continuous integration on top of this created environement including test suite to validate the integration of the different upstream projects

It is not very different from Openstack packastack/devstack on one side + tempest on the other side -  generalized to all the upstream projects....
Is there no risk to get these 2 main tasks in 1 project? 

regarding the HW definition section: the configuration will be the one provided by LF? ("Linux Foundation provides the starting point") I think you are making a reference to the IT environment traditionnaly provided by LF for build, is it correct?

What could be "recommendations for developers"? Are you thinking to specific hardware (DFPDK/ODL/SR-IOV)? => not very clear in the description of the project
In the testbed project, Trevor is working on a SW/HW definition for the testbed - it is different from the HW for developers but it may have some connections.

/Morgan

On 10/29/2014 04:05 PM, Ulrich Kleber wrote:




Hi,



I have updated the CI project proposal in the wiki at:



 



https://wiki.opnfv.org/continuous_integration_ci 



 



I provided a compromise and kept the list of necessary tasks with some notes in the main part of the proposal



and moved the details to an appendix.



 



This version of the project proposal is ready for official review.



The review period for the proposal starts today and ends in two weeks, that is on November 12, EoB PST.



 



Best regards,



Uli



 



Mit freundlichen Grüßen,



 



Ulrich KLEBER                              



Chief Architect Cloud Platform



European Research Center
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RE: [opnfv-tech-discuss] Project Proposal CI (Continuous Integration)	Ready for Review

		From

		Lynch, Michael A

		To

		Lenrow, Dave; Ulrich Kleber; opnfv-tsc@lists.opnfv.org; opnfv-tech-discuss@lists.opnfv.org

		Recipients

		david.lenrow@hp.com; Ulrich.Kleber@huawei.com; opnfv-tsc@lists.opnfv.org; opnfv-tech-discuss@lists.opnfv.org



Hi Uli,





Great work here! One edit you need to make to the Wiki however concerns the section describing the basic set of upstream projects:





OVS (DPDK/ODP) 
note: OVS is known to be too slow, so need to enhance and provide alternate to meet the SDN/DP latency & scale requirements



OVS (www.openvswitch.org ) is a separate upstream project to both DPDK (www.dpdk.org ) and ODP (www.opendataplane.org), so you need to list all three separately. ODP and DPDK are not vSwitch projects per se.



 



The comment about OVS known to be slow reflects the discussion we had at the TSC tech community F2F in Santa Clara where we called out the accelerated version of OVS (using DPDK user space patches) that is also being worked within the OVS project. We talked about ensuring we keep that in scope when we refer to OVS. You might want to clarify that in the Wiki.



 



Thanks again,



Mike





========



Michael Lynch                                                                      Phone: +353 61 477551
Product Manager                                                                 Cell:     +353 87 0509763
Comms, Storage and Infrastructure Group, Intel Corp    Email: michael.a.lynch@intel.com



 



From: opnfv-tech-discuss-bounces@lists.opnfv.org [mailto:opnfv-tech-discuss-bounces@lists.opnfv.org] On Behalf Of Lenrow, Dave
Sent: Wednesday, October 29, 2014 6:05 PM
To: Ulrich Kleber; opnfv-tsc@lists.opnfv.org; opnfv-tech-discuss@lists.opnfv.org
Subject: Re: [opnfv-tech-discuss] Project Proposal CI (Continuous Integration) Ready for Review



 



Uli, 



Great to see this officially starting down the path. Thanks for all your hard work. 



-drl
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Hi,



I have updated the CI project proposal in the wiki at:



 



https://wiki.opnfv.org/continuous_integration_ci 



 



I provided a compromise and kept the list of necessary tasks with some notes in the main part of the proposal



and moved the details to an appendix.



 



This version of the project proposal is ready for official review.



The review period for the proposal starts today and ends in two weeks, that is on November 12, EoB PST.



 



Best regards,



Uli



 



Mit freundlichen Grüßen,



 



Ulrich KLEBER                              
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