OPNFV Promise Meeting Minutes

Meeting minutes after July 13, 2015 can be found here: http://meetbot.opnfv.org/meetings/opnfv-promise/2015/

For older meeting log please read the text below.

Old OPNFV Promise Meeting Logs
July 13 1400UTC

Agenda:

1. Review Committers & Contributors

2. Upcoming Openstack Presentation Prep

3. Release B planning actions & timeline

4. Implementation Status

5. Other topics

Meeting Notes:

   last week of July 30/31 (ODL + OPNFV)

     - Gerald + Ryota attending (prepare presentation materials)

   OPNFV Summit in Nov (prepare by 8/3)

   ETSI/OPNFV POC (end of October)
   ETSI VNF Packaging specs/docs (in July)

· need to review meta data (resource reservation friendly?)

· coverage for alignment between ETSI reservation and Promise

· also review coverage for resource constraints and dependencies mapped in packaging for reservation
   Release B planning should align other standards project outputs and deliverables on a calendar view (action: Peter)
additional meeting minutes can be found here: http://meetbot.opnfv.org/meetings/opnfv-promise/2015/opnfv-promise.2015-07-13-14.07.html   
July 6 1400UTC

Participants: Peter, Gerald, Ryota, Arturo, Ildiko, Bertrand 
Agenda:

    1. Where we are
    - Particaption in Release B
    b) Intention

    Promise project intends to participate in OPNFV B-release with additional requirements documentation and a reference implementation
    c) State of Planning

    Promise has finalized stable version of planned Arno requirements documentation and starting the discussions for the second phase of resource reservation by addressing the allocation use cases.
    d) Planned Deliverables
    1. Updated requirements document to address following areas:

· Allocation messaging flow and related information elements using reservation context  (internal note: doesn't allocation work flow already exist in both OpenStack and ETSI NFV?)

· Reservation scope clarifications (complete NFVI vs. tenancy) (reconcile based on discussion in ETSI)

· Implicit reservation reference during allocation (reconcile with ETSI)

    2. Working reference implementation demo

· Querying available capacity

· Reserving a resource for future use

· Allocating a previously reserved resource

    e) Known Dependencies

    1. Identification of NFVI community lab requirements

    2. Developer resources for accelerating implementation

    f) Roadmap Milestones

    1. Address additional requirements clarifications

    2. Create implementation plan (internal note: to do so, we need to know what is already available from ClearPath side)

    3. Commence implementation work

    4. Publish and share implementation demo

    g) Next Steps

    0. Create implementation plan

    1. Initiate next stage requirements discussions (internal note: this should happen in parallel to the implementaiton plan/work. IMHO, we already have sufficient requriements to implement a first demo)

    2. Define high-level timeline for roadmap milestones (see question f)

    2. Open action items

    Action (Peter): send link to latest version of code (some merging ongoing)

    Action (Peter): propose "Story/script" of demo for next call

    Action (Peter): clarify which OPNFV community lab could be used for the demo. what requirements (e.g. access rights) are needed to use it?

    Action (Peter): update of Wiki meeting minutes -> could also be txt file(s) uploaded to the Wiki. we should not rely on the Etherpad

    Action (Peter): update of committers / contributors

    3. Document status

    4. Implementation plan

    5. AOB

Minutes: http://meetbot.opnfv.org/meetings/opnfv-promise/2015/opnfv-promise.2015-07-06-14.05.html

June 29th 1400UTC

no meeting.

June 15th 1400UTC

Participants: Peter, Gerald, Ryota, Dan, Manuel (sandvine), Ildiko, Brian Ketchum, Bertrand

Minutes

    Document status

    Two new scripts

    https://gerrit.opnfv.org/gerrit/#/c/822  make file

    https://gerrit.opnfv.org/gerrit/#/c/824/  build and publish script

    available but not yet merged

    version number should be added to index.rst file manually. 

    Ildiko: if we have a good solution, we could propose this for the default document guideline

    3 open comments in current patch set #9: https://gerrit.opnfv.org/gerrit/#/c/385/

    proposal to change UML to image files (no UML shown in generated PDF on artifacts http://artifacts.opnfv.org/promise/requirements/resource_management/05-impl.pdf)

    Action (Bertrand/Ryota): reflect comment in word file/gerrit

    Action (Ryota): plantuml script to images. plantuml not properly installed in jenkins?

    After those changes, declare the version "stable"

    Implementation status

    Action (Peter): send link to latest version of code (some merging ongoing)

    Peter: fairly close to finalizing demo. scope: handle reservation request; NB API; modeling compute and storage as reservation IE. 

    Consumer: e.g. call requests, no model for consumer

    Backend: Restful API

    so far everything works as expected, no major issues when compiling the demo so far experienced

    Action (Peter): propose "Story/script" of demo for next call

    Action (Peter): clarify which OPNFV community lab could be used for the demo. what requirements (e.g. access rights) are needed to use it?

    Ildiko: if Peter provides his requirements (e.g. required time, resources, ...), Ildiko will look around whether E/// lab can be used.

    other labs: https://wiki.opnfv.org/pharos?&#community_test_labs 

    Networking IE to discuss in next week call

    Backup implementation plan: currently no good upstream project available that we could base a backup solution on (ref. to Blazar not being active anymore)

    AOB
    Action (Peter): update of Wiki meeting minutes -> could also be txt file(s) uploaded to the Wiki. we should not rely on the Etherpad

    Action (Peter): update of committers / contributors

    Peter to send meeting inviation earlier including agenda and open action items

    Ildiko: proposal to use IRC for meeting + meeting minutes

    proposal to use #opnfv-meeting as it does have the meetbot -> channel is not free on Monday 1400 UTC

    Action: setup meetbot in #opnfv-promise ?  https://wiki.opnfv.org/meetings/meetbot  (Status: Gerald sent email to Aric @ LF; )

June 8th 1400 UTC

Participants: Peter, Gerald, Dan, Ryota, Bryan, Cliff Young

Minutes:

    Document Status

    https://gerrit.opnfv.org/gerrit/385  Merged!

    Actions:

    Script to upload latest PDF to artifact.opnfv.org ?

    Script to have a single requirement document PDF file as available for Doctor project.

    Version control (currently only latest version is available in artifacts)

    Action: update committer/contributor list. send mail to TSC based on activity in the project (-> Peter); promote 3-4 reviewers for the documents

    Implementation/schedule

    June 29th: internal demo. scope: initial information models; target capacity query and Compute and Storage reservation

    Network reservation elements will follow later. when? Peter: internal target by end of July. Publicly available expected beginning of August.

    OpenStack has notion of network subnet, but there is current trend that network logic can be handed of to ODL OpenStack networking notion might not be sufficient for Promise.

    Bryan: currently the model in GitHub shows the framework, but not the details of the information elements required. proposes to use a more application centric approach for modeling work.

    Dan: for networking it is more about describing how elements are linked with each others, e.g. virtual_links, ...

    Public demo in July. which additional features will be available by that time? allocation? Peter: tbd (depending on feedback from internal demo, either updating internal demo based on feedback or implementation of additional feedback). Allocation IE are important and should be focused on.

    can a component like StormForge be used as upstream project. no conclusion from the discussion in the last week TSC. action to bring this issue up again.

June 1st 1400 UTC

Participants: Ryota, Peter, Malla, Kevin, Bryan, Iidiko, Arturo

Minutes:

    Document

    on gerrit, but not in repo yet: https://gerrit.opnfv.org/gerrit/#/c/385/
    Action: +2 on current patch set, so that other can work on further refinement or build pdf on his/her laptop :)

    formalize Reviewers/Committers for the requirements doc for quick one-day turnaround

    Implementation/schedule

    June 29th: Internal demo and ready to review by Promise team

    Public Demo would be available in ETSI event (?NFV#11, 28-31 July, San Jose?)

    plan for intermediate OPNFV demo between July 1 - July 28

    discuss further upstream strategy (internal OPNFV "source project" for stormforge and openstack upstream for promise)

May 13th 6am UTC

Agenda:

Participants: Gerald, Arturo, Peter, Ryota

Minutes:

    OpenStack Summit

    Peter will report on behalf of Promise on Monday 4:30pm; same session with Doctor -> do it sequential (30mins each) to get wider audience

    Peter will send slideset by Thursday EOB for review

    will send early draft by Wednesday EOB (Thursday in JST/CET)

    what should be included: 

    very good explanation and motivation of the project and the requirements identified

    high level architecture und message flows / operations / interfaces

    Implementation plan

    Stormforge, ...

    shim layer (based on existing OpenStack APIs) or not?

    other means to implement it?

    Impacts on OpenStack

    Data models

    Demo is work in progress

    Main motivation of this Summit is to "socialize";

    Peter to propose a schedule which potential meetings we could have during the summit

    Blazar seems not to be active anymore

    Technical discussions on Promise during the summit

    Tue - Wed

    AI on ClearPath to present their current solution

    Requirement documentation

    stable version available; agreement within project; may be changed when actually implementing the requirements

    Shim layer

    has several benefits in terms of flexibility, plattform independence, far richer dataset, good way to identiy potential gaps of the existing interfaces

    downsides: updates required if OpenStack APIs change

    Arturo: how would reservations (made throught the shim layer) be reflect NB e.g. to Nova?

May 7, 2015 6 - 7am UTC 

Agenda:

· Update on next steps for Promise

· Participation in OpenStack Summit

· Status of deliverable

· process to publish IFA005 (without Section 5) will be triggered on May 8

· Technical check Promise - YANG schema

· Gap analysis NFV - Promise

· ...

Participants: Gerald, Arturo, Ryota

Minutes:

    - Update on next steps for Promise

       - Peter send a mail saying that Blazar was not active in the last year. ClearPath will reach out to them to find out about status of this project.

       - Clearpath was so far focusing on Blazar

       - no gap analysis for Nova/Cinder/Neutron etc has been done yet -> it is urgent to start socalizing in this direction

           - AI for ClearPath: use DesignSummit to bring in our ideas

    - Participation in OpenStack Summit

        - there is no session on Blazar or resource/capacity management

    - Next call

          Action (Ryota): propose Tuesday/Wednesday 6am/7am UTC via email

May 5, 2015 7 - 9am UTC 

Agenda:

    - Next steps for Promise ?

        * submit BPs to Nova? deadline is soon. important to raise awareness to community ASAP

        * create new project?

        * utilize Blazar?

        * it is important to take a decision and respective actions ASAP

        * how to continue with OPNFV Promise?

    e.g. project proposal (by ClearPath?) for OPNFV integration project

    - Participation in SDN World Congress / OpenStack Summit / ...

        * ClearPath to show a demo

        * Organization/participation in OpenStack breakout session (see mail Ashiq)

    - check status of Deliverable

    - Gap analysis NFV - Promise

Participants: Peter, Arturo, Gerald

Minutes:

    - Next steps:

    * initial plan: submit code into upstream StackForge

    * findings: community proposal and review is required

    * OpenStack is requiring Python

    * plan to use upcoming OpenStack summit:

    * start socializing with Blazar team and OpenStack dev community; what is the best way to contribute code

    * participation in Design Summit?

    * https://wiki.openstack.org/wiki/Design_Summit/Planning 
    * https://openstacksummitmay2015vancouver.sched.org/event/fec286e14d4a1adb5f38a62f5919611 2 more than Python in OpenStack?

    * https://openstacksummitmay2015vancouver.sched.org/event/09b45c8802ed2af798ffe2e42eae127b   developing OpenStack without Python

    * ideally continue to contribute to Blazar

    * implementation non-Python code; see how community accepts this

    - OpenStack Summit:

    * demo from ClearPath? Session on Monday afternoon on Promise project in OPNFV track. Maybe demo could be shown during this session.

    * planned participants: Ashiq, Gerald, Peter (+ maybe some more from technical side), (some people from E// who could help socializing). who else?

    * Promise breakout session?

    - World Congress:

    * demo from ClearPath; 5 colleagues from ClearPath are there; demo is not focusing on Promise

    - Architecture: 

    * shim layer on top of current APIs?

    * that was inital idea.

    * there might be distinct advantages if we could have code in Nova itself

    -> needs further analysis

    * notifications from Promise: present subscription interface for such events. HTTP as first step (has some downsides, e.g. subscribed needs to have the interface), WebSockets as second step.

    - see also discussion in other projects, e.g. Doctor(?)

    - Deliverable:

    * bring back "detailed implementation plan" to main body?

    - fine for it -> Gerald to implement change

    - any changes to YANG schema? -> ClearPath: update Gerrit; add reference(s) from main body

    - fix warnings/error -> Ryota

    - introduce figure numbering -> Gerald

    - no review comments from community

    - TSC this week will address "how to approve requirement deliverables?"

    * proposal not to have "approval by TSC" but "notification towards TSC"

    * make it public before OpenStack Summit and OPNFV Arno release

    * goal: announce next week TSC that deliverable is ready

    - Arturo: in one the operations, the reservationID was missing in the request -> should be added

    - Promise requirements doc should be more complete / "implementation-near" version of ETSI NFV IFA005; closer to upstream community

    - Gap analysis:

    * skipped for this meeting

    - Next meeting:

    - Call: Thursday 7th  6am UTC  -> Gerald to send email

    - Breakout session at Summit

Apr 30, 2015

Participants: Ashiq, Arturo, Gerald

Minutes:

    - Deliverable:

    * ETSI NFV - OPNFV/Promise evaluation by MB

    o plan to bring some contributions to ETSI NFV

    o may require some update in document

    * no other review comments received

    - Next steps for Promise:

    a submit BP -> OpenStack Summit is sson.

    b create new project -> important to take a step towards it

    independent of a and b, it is important to become active in any/both directions; raise awareness of the requirement in community

   - Next call:

          Golden week in Japan

    proposal to have a meeting on Tuesday 7am UTC -> Gerald to send email

Apr 23, 2015

Apr 16, 2015

Minutes:
    Document discussion

    Latest version was send from bertrand to some members

    Implementation and Gap analysis parts for StormForge are still missing, but we can move those incomplete sessions to appendix as under development part

    3.4.2.4 Query Resource Capacity Reply

    Template/flavor senario was covered by generic "Resource" model

    Action: Ryota to add "(e.g. number ofresources)" as capacity example in reply

    Action: Ryota to convert document to RST format and push it to gerrit, then ask review to OPNFV community

    GAP analysis

    we can remove section for nova / gantt scheduler

    Action: we have to check BP proposal

Apr 9, 2015

Apr 2, 2015

AGENDA

Minutes

    Doc review

    3.4.1.1

    Attribute was remained; this is not intend to add other resource but describing caractaristic of the resource

    we need consistency of resource expression

    put hypervisor to attribute, since it is not resource provided to uses

    server --> virtual machine instance, virtual container or baremetal instance

    3.4.1.2

    delete the three hilighted sentences

    3.4.1.5

    This can be handled as implementation issue

    Should be general Reservation Event that can subscribe/notify different types of events (error, completion, etc)

    references to Reservation Error should be changed to Reservation Event

    3.4.2.4

    the use case of "template id" is to get available number of resource set expressed by template id (= flavor id) from each "zone"

    definition

    "template" / "flavor" = resource set defined independently by vendors

    e.g. "m1.tiny" nova flavor

    "resource" = common across zone and vendors

    e.g. vcpu

    todo: rename template id to flavor id

    note: this is optional

    Schedule planning

    Update doc to reflect today's discussion, as rev 9 by tomorrow

    Add StormForge part by next wens

    Update this document to OPNFV wiki by next friday

Mar 26, 2015 OPNFV Promise Meeting

AGENDA

1. Information Model Parameters

  ETSI vs Implementation Findings

  Walkthrough current requirements doc and flag differences

2. Implementation Progress Status

  discuss Data Models / NBI separation from service controller logic via message bus

  pending finalizing framework design - CPN needs one more week for updated software arch diagram + documentation + gap analysis

  plan is to implement service controller logic in Python for OpenStack via BPs

3. Automatic Allocation - how it works

4. Collaboration with other OPNFV Projects

  - review multisite BPs (consider in scope to Promise?)

  - other open items?

5. Open topics for discussion

  - Reservation Priority

  - Gantt scheduler in OpenStack

Minutes

1. Information Model Parameters

    We can use our-own information models as OPNFV ph1 document / until ETSI NFV publishes documents.

    In addition, we should include information elements necessary to realize this requirement

    ETSI NFV ph1 doesnt define information elements. ph2 docs will be available by the middle of this year.

    We need a written doc to understand what are differences in between OpenStack and ETSI NFV, from information element point of view

    Action(Peter): list differences between NFV and OpenStack information models and setup extra meeting next week

    unavailability of information elements/functional features in OStack shouldnt hinder what we want to realize through PROMISE

    PROMISE positioning is to fill out those gaps

2. Implementation Progress Status

    A service contorller is a resource/capacity manager

    BPs to be submitted to OStack for implementing 2 service controllers: one for resource reservation, one for capacity management 

    Action (Peter): to provide an architectural diagram on the positioning of the service controllers, NB I/Fs ... for the ease of unerstanding of the team

    CPN is working with AT&T to develop HA PoC over multiple sites/geo-locations

    CPN/Peter to check the possibility of a PoC by May

    Expectation is PROMISE codes be integrated in OPNFV Rel 2/OStack Liberty release

3. Automatic Allocation

    Reservation ID issue

    Automatic allocation doesnt mean that VNFM wouldnt have to send an "allocation request" message to VIM, when start time arrives. 

4. BP from Multi-site

    Other projects, BP or anything,if want to cooperate/collaborate, are advised to communicate beforehand and join an open meeting of PROMISE

    PROMISE members to check Multi-site BPs, project objective/scope to see if there is overlapping

    avoiding such things beforehand

EOF

Mar 19, 2015 OPNFV Promise Meeting

AGENDA

1. Requirements Deliverable Status

  Review Last Week Actions

  Distribute new actions 

2. Implementation Progress Status

  Review latest data models

  Need meta data update of yang schemas

  - organization / contact / references / etc. 

  Discuss timeline of remaining activity 

3. Alignment with ETSI IFA WG

  Next steps and timeline

4. Open topics for discussion

Minutes

    Requirements Deliverable Status

    There were few feedback, so all are asked to review and comments on the document.

    Sequence of resorvation regarding "IDs" is not clear, we will continue discussion in the mailing list

    remove term "periodically" from Fig 5+6 and steps

    Step5: automatic allocation -> it is possible to generate (virtual) resource ID at time of reservation

    ACTION (Peter): describe work flow and distribute via email

    Section 5.3: it is aligned with ETSI

    Peter: format is good; ClearPath plans to generate something similar by looking at OpenStack APIs

    REMINDER: timeline; first stable draft is expected March 23rd

    Implementation progress status

    https://github.com/stormstack/stormforge/tree/master/schemas
    very flexible and complete data model of most OpenStack APIs

    explanation see also Email with subject "Re: Resource Pools" by Peter from 18.03.2015 17:33 CET

    RM: use case for "members"? be able to add additional members that can have access to certain resource elements

    RM: are there any restrictions that you can prevent someone using "your" resource? In OpenStack unless not explicitely given access, access is restricted to the owner

    BS: add "expiry" to promise.resource_reservation

    RM: difference between OpenStack and general OPNFV data models? not sure yet what should be "the" OPNFV VIM model

    TODO: complete data models

    Next meeting: Thursday March 26 7:00 AM UTC

Mar 11, 2015 OPNFV Promise Meeting

AGENDA

1. Upstream Contribution Plan

    Project vs. Blueprint?

2. Collaboration with other OPNFV Projects

    NEMO, Parser, Doctor, Copper, etc.

    https://wiki.opnfv.org/requirements_projects/nemo 
3. Status of requirement deliverable

    Automatic allocation as requirement

Minutes

    Project vs BP

    background: create a new project or have BPs for existing projects (see also email exchange with subject "Blueprint" from 27.02.2015)

    http://governance.openstack.org/reference/new-projects-requirements.html 
    Licensing terms of StormForge (i.e. MIT) are not appropriate for OpenStack, where Apache license is preferred.

    Arturo: preference for BPs instead of new project because reservation and capacity management affect different interfaces in OpenStack, therefore modifying the APIs seems straightforward

    Ryota: why not base our work on Blazar?

    AK: there had been previous discussion: Blazar is not sufficient. you can only reserve compute resources, but not storage and network. Reservation in Blazar is done by putting the VMs in shelf state. Idea of Promise is to reserve resources, but not allocate them at time of reservation.

    AK: we can still work with Blazar; Promise is a requirement project and the requirements can still be implemented in Blazar or any other solution

    AK: Stormforge can work independently; would need someone from ClearPath to clarify their idea.

    ACTION: Carlos (NEC) will do technical check if available solution from ClearPath is meeting the Promise requirements

    ACTION: further discussion with ClearPath (not participating in the call) needed

    Status of Deliverable

    ACTION: ALL to check the current content of the deliverable. Review can be done in Word file. Bertrand will take care of merging the document(s).

    Section 2: New use case by Arturo

    DOCOMO is fine with this use case.

    Section 3: Flows and Information Elements

    Content is aligned with ETSI NFV from our knowledge

    Section 4: Gap analysis

    still missing some more input

    Nova / Gantt scheduler (scheduling as a service), Neutron, Glance  --> some expertise needed.

    AK: if there are no experts, we have to remove this section

    RM: Carlos may have some time to check this.

    ACTION: NEC to extend gap analysis by March 19th between our requirements and Nova scheduler

    Blazar part is fine

    is was in the roadmap of Blazar to have network and storage one year ago, but was not implemented

    StormForge / Stormify gap analysis is still empty

    Section 5:

    5.1 functional blocks: description of function blocks and required functions

    5.2 sequences: work flows for the different use cases

    Section 5 should NOT describe details of a specific implementation, but should describe the general features, work flow etc.

    DOCOMO is editor for 5.1 and 5.2; Carlos (NEC) may help

    Clearpath may add details where needed

    5.3 Data models: ClearPath is looking for reviewers for YANG data models.

    There are still some models missing.

    This might be too much implementation specific for the requirement deliverable

    ACTION: Bertrand to distribute latest version.

    ACTION: Bertrand to write email to ClearPath (Ravi, Peter, Michael) with pointer to meeting minutes.

    ACTION: schedule another meeting ASAP to clarify our work upstream

    AGREEMENT: Automatic allocation is one option amongst other options. see email discussion from yesterday. ReservationID is key that Orchestrator, VNFM, VIM can talk about the same reservation.

    Arturo: we need mechanism for VIM to inform Consumer about ResourceID.

    Arturo: does not see clear motivation for automatic allocation use case

    Arturo: ResourceID may not be known at time of reservation

    further offline discussion needed

---

Mar 05, 2015 OPNFV Promise Meeting

AGENDA

1. Overview of current implementation track and completed functionality

    yang-compiler

    yang-storm-compiler

    stormforge (and associated VIM YANG data models)

2. Review YANG data models ready for review

    opnfv-vim.yang

    ResourceProvider

    ResourceElement

    ProviderService

    ServiceCapacity

    ComputeCapacity

    ComputeInstance

    ComputeService

    openstack-vim.yang

    Hypervisor

    OpenStackComputeService

    OpenStack

    opnfv-promise-models.yang

    ResourcePool

    ResourceReservation

    AllocationDescription (WIP)

    ResourceAllocation (WIP)

3. Discuss NBI auto-generation strategy

    RESTCONF compliance?

    REST/JSON API?

4. Implementation track timeline review for OPNFV Phase 1 release

5. Upstream Contribution Plan

    Project vs. Blueprint?

6. Collaboration with other OPNFV Projects

    NEMO, Parser, Doctor, Copper, etc.

    https://wiki.opnfv.org/requirements_projects/nemo 
7. Status of requirement deliverable

8. Finalize on go-forward weekly meeting times

MINUTES

    Current Implementation can be found here:

    https://etherpad.opnfv.org/p/promise_implementation_plans 
    NB I/F

    we need to align with other projects on which protocol to use

    There are two BPs regarding fault notification: https://wiki.opnfv.org/community/openstack 
    Use case: "bandwidth reservation". it is not yet implemented.

    Next meeting: Thurday 7am UTC (Wednesday midnight PST; 8am CET)

Feb 19, 2015 OPNFV Promise Meeting

MINUTES

ATTENDEES:  Arturo, Ashiq, Ryota, Ravi

    Prague Hackfest

    No demo

    Present the project - Ryota

    Document / Delivarable

    Page3  Resource capacity management > "Increase/decreaseavailable resource capacity" has to be clarified.

    TODO: Arturo to update document

    Reconsider meeting time in April

Feb 13, 2015 OPNFV Promise Meeting

AGENDA

MINUTES

Feb 05, 2015 OPNFV Promise Requirement Meeting

AGENDA

1. Content of requirement deliverable

2. Planning Prague Hackfest

MINUTES

ATTENDEES: Arturo (Ericsson), Gorja, Ryota (NEC), Ashiq, Gerald, Bertrand (DOCOMO), Ravi (CPN)

    1. Content of requirement deliverable

https://etherpad.opnfv.org/p/promise_requirements 
Please add your names to the Sections you can contribute to. Also discuss it in Tech-Meeting.

Timeline: initial draft ready for Prague Hackfest; one revision by end of February

Format: Word format for final deliverable; drafting could be done in Word/Etherpad/Wiki as preferred

    Gerald will provide Word template

Arturo: will not have much time by February. any later revisions/continuation planned?

    final deadline for this deliverable is mid of March; project may continue afterwards

    it would be good to have first input by next week.

Ravi: There is already a lot of documentation of StormForge which could be a baseline for the deliverable

    plan is to move it to Wiki (easy for everyone to edit); copy to Word once it became more stable

2. Planning Prague Hackfest

what could be a good candidate for Prague hackfest?

Ravi will talk to Peter offline. Should be discussed via email as next meeting is only in two weeks

we need to make clear that we are not doing anything that will be conflicting with other interests.

defend/explain project in Hackfest.

concern in community is that we implement something standalone

it is about northbound I/F, and DOCOMO is contributing to standardizing it

3. Priority scheme

have some use cases capturing this already in the first deliverable.

Jan 29,2015 OPNFV Promise Implementation Meeting

AGENDA

     StormForge UML Diagram and StormForge auto generated Documentation links updated in the Promise wiki

    (Open)

MINUTES

ATTENDEES: Ravi Chunduru (CPN), Peter Lee (Facilitator - CPN), Mike Kim (Minutes - CPN), Arturo Nicolas (Ericsson), Christopher Price, Pradeep, Raymond Nugent (Huawei), Zhiqi Wang, Bertrand Souville, S Ramanathan (Calsoft)

1a. StormForge UML Diagram (links updated in the Promise Wiki)

    UML Diagram: https://wiki.opnfv.org/_media/promise/stormforge-entity-relationship.pdf

    Reservation construct around allocation still is TBD and being shared via email (brainstorming solutions currently)

    Current model has certain areas that are TBD and over the next few days will provider greater insights to those specific sections

    StormForge documentation: https://github.com/stormstack/stormforge

    Data Models: http://rawgit.com/stormstack/stormforge/master/docs/index.html

1b. StormForge auto generated documentation (links updated in the Promise Wiki)

    Linking you to a live view of auto generated documentation from the actual code itself

    Will be provided in real time for documentation from the actual code

    Style will be done by CPN moving forward

    Usage scenarios to be developed further by CPN

2. Open Discussion (Misc. Topics)

    (Arturo) Wanted to know if code was already writtend and implemented? (Peter) CPN did take the lead on initial implementation and from the wiki page for Promise, you will be able to see that code is being written. However, not in a place where you can run it functionally. You can see how the code is being writtend and organized. Documentation is being shared to show devs how to get started etc. We can see what we can test out with OpenStack and understand its capabilities and limitations.

    (Phone Caller) Question about VNFM calls to the VIM - (Peter) NFVO will primarily be the one talking to the VIM

    (Peter) Phase 2 items being discussed (open for feedback) and discussions will be taking place moving forward

    (Peter) OPNFV related meetings and events coming up soon: OPNFV meetup in Santa Rosa and Hackfest in Prague

    Good opportunity to have something demonstratable in code for the events listed

    Live OpenStack environment can be demonstrated

    Reservations should be able to be demonstrated

    Implementation should be in a good state, with a few items not fully functional

    Ashiq is updating requirements and requirements meeting is next week (will lead this and start collaboration around requirements in the wiki and provide updates on that page)

ACTION ITEMS

    (To All Members) CPN sent out instructions on the OpenStack Juno setup - need everyone to get familiar with the new setup and provide feedback to CPN

    (To All Members) CPN provided the UML Diagram and Data Models - please provide feedback if any to CPN (Peter, Ravi, or Siva)

    (CPN) Styling "Data Models" pages and usage scenarios

    (To All Members) CPN will help outside of the bi-weekly implementation meetings for anyone that wants to help contribute code to the Promise project - please let us know and we'll help you all get started

    (To All Members) Ashiq is keeping tabs on who is going to the Santa Rosa and Hackfest events

    (To All Members) CPN will continue to update the wiki and send notes out when updated

    (Ashiq) Updates to requirements and requirements meeting is next week (will lead this and start collaboration around requirements in the wiki and provide updates on that page)

Jan 22, 2015 OPNFV Promise Requirement Meeting

AGENDA

MEETING INFORMATION:

    https://wiki.opnfv.org/promise/meetings 
    Dial-in https://wiki.opnfv.org/promise/meetings 
MINUTES

ATTENDEES: Ravi Chunduru, Ryota Mibu, Alex Mao, Arturo Martin De Nicolas, Bertrand Souville, Luigi, Mike Kim, Peter Lee, Siva Busa, Zhiqi Wang, Ashiq

1. Need requirements track and implemenation tracks to be closely tied together

2. SCOPE: Resource reservation/managemengt and capacity management

3. (Question from ARTURO) Enhance attributes of resources? From the Promise Project view, we want to quantify the elements that are quantify. All of the resources we want to model, we want to be able to measure attributes quantifiably for now. Moving forward, we can engage differently, but for Phase 1, focus on numeric quantifiable attributes as part of our reservation requests. 

4. Referencing requirements documentation for quota APIs about reservation services

5. Instantiation is out of scope for Phase 1

6. (Ashiq) Skeptical about not going to the allocation phase. Reservation requirements about a future date. (Peter) We will not have the reservation allocate in the future. Will make a reservation for resources. Whatever you have planned will match what you have available. System will not automatically allocate things. Will need to clear up the requirements for this to clear up confusion around the behavior. From implementation point of view, reserve allocation for future use. Future time, no one else can reserve it. Phase 2, we can move towards allocation. All requirements need to be done by the end of March (will need Ashiq's guidance on format (e.g. what areas to cover, how to formuate the use cases).

7. Resource reservation question (Ryota) - Asked Promise folks to join the Copper project (Copper Project - details are around deployment policies). Promise project members will provide the Copper Project inputs around policy views. 

8. Team agreed to reach out to the Resource Scheduler Project Team to participate during the first meeting

9. Resource pool question - Are we considering to enhance such as 

10. (Peter) about capacity management in OpenStack. First use quotas to understand quotas, then do calls to OpenStack to discover what is used. Then we can view the basic capacity management view.

11. Next steps and tasks:

    Next week's meeting will be implementation focused and then the next will be requirements 

    Ravi (CPN) will continue to contribute for implementation efforts to gain further understanding around requirements

    Timing of discussions - CPN will acquire another GTM account and will send it out (next meeting will be the same time next week)

    Timing of discussion for requirements meetings - 2 times a month (need to confirm with all team members with new time slots proposed) - for now, will make the change in the wiki and find out if anyone has issues

12. Implementation updates: (Peter) prep work being done, documentation behing completed and shared. OpenStack env is already up and running (can launch instances already - tennant env will be available). Instances will be avail in the OpenStack env will be up and running during the 1st or 2nd week of Feb.

13. (Bertrand) Wanted to know if we are going to go to the Hackfest event - Santa Rosa event is been targeted (more on the OPNFV meet)

ACTION ITEMS

    (Ashiq) Provide guidance on the deliverables format etc

    (Ryota) Reach out to resource scheduler project team to work together from the very beginning (https://wiki.opnfv.org/requirements_projects/resource_scheduler)

    (Peter) Capacity management requirements definition for Phase 1 and future phases clarity as line 10 above presented questions about OpenStack etc.

    (CPN) Get a separate GTM account and send it out to everyone for next weeks meeting

    (Ashiq) Post requirements meeting arrangement times to all members for this project to get a consensus on the new suggestion (TH Central European Time - 7am) and will place it in the wiki

    (Ashiq) Will own the Content deliverable requirements to be done

    (Team) Need to find out if we will plan to attend the Prague Hackfest (https://www.opnfv.org/news-faq/events/2015-02-23/opnfv-hackfest-prague) and coordinate around the Santa Rosa event and who can attend. Kick off an email thread to provide input on availabilty and what you can particate on. Priority is given to Santa Rosa (https://www.opnfv.org/news-faq/events/2015-02-19/opnfv-meet-santa-rosa)

Jan 15,2015 OPNFV Promise Implementation Meeting

Agenda

    1 Kick start implementation meeting

    2 Review OpenStack Juno environment hosted by CPN available for use by contributors

    3 Design document, data models, implementation plan review. Document is at  https://clearpath.atlassian.net/wiki/display/CPNOS/StormForge+-+VIM+Extensible+Services 
    4 Identify code contributors

    5 Moving documentation to OPNFV wiki from clearpath confluence

    6 Developer Guidelines is at https://wiki.opnfv.org/promise/developerguide 
    7 Stormify Developer Guide is at https://github.com/stormstack/stormify/wiki 
2. OPEN STACK JUNO ENVIRONMENT

    Vanilla OpenStack with Neutron 

    IPV4 for now (IPV6 will be available as well)

    CPN to provide credentials to administer the Juno environment (SSH access as well to the controller side) 

    Shared environment

    Can upload public images or project based in the OpenStack environment (need to create ground rules as a group) - many other options to do this and need the best practice for the approach

    Mark (CPN) will provide access post meeting to have all contributors to review and then provide feedback afterwards

3. DESIGN DOCUMENT

    Proposal is approved and not the requirements yet (requirements are still open)

    https://clearpath.atlassian.net/wiki/display/CPNOS/StormForge+-+VIM+Extensible+Services 
    We can modify requirements from this document and gain feedback next week in the req meeting (requirements proposal is approved per the document, but can make revisions around the requirements and continue efforts in defining the requirements)

    Requirements are still in discussion

    Next meeting - go over requirements and design documentation feedback

4. CODE CONTRIBUTORS

    TBD (See action item below)

    Not just developers, can be many individuals from all areas of expertise to solve the problems we as a group face

5. DOCUMENTATION TO OPNFV TO CPN'S CONFLUENCE REPO

6. Developer Guidelines

    CPN will own and control the developer guidelines

7. Storimfy Developer Guide

    Built in-house from CPN 

    Please review

ACTION ITEMS

    Mark (CPN) - Will need to send public keys from all contributors to get access to the Juno environment

    Ravi (CPN) - Research running a DevStack in OpenStack 

    All Team Contributors - Review the design document (open for review) and provide feedback (including requirements addition and/or revision) 

    All Team Contributors - Everyone, please add code contributors by next week before the next meeting

    Ravi (CPN) - Move all documentation to the OPNFV wiki

    Ravi (CPN) - Deliver Developer Guidelines is at https://wiki.opnfv.org/promise/developerguide

    All Team Contributors - Please review the Developer's guide in the wiki: https://github.com/stormstack/stormify/wiki 
    Ravi (CPN) IRC for chat and CPN to commit to a specific time block (provide schedules) - dependency is to get a list of contributors - Update the wiki on the IRC channel and also time slots available

    IRC :    #opnfv-promise @ Freenode and webchat link is http://webchat.freenode.net/?channels=opnfv-promise 
    Ravi to check for timeslot so that we dont have conflict to use Go To Meeting (GTM)
Jan 15,2015 OPNFV Promise Implementation Meeting – from the wiki and not the etherpad, probably the two items are identical

Agenda

· Kick start implementation meeting

· Review OpenStack Juno environment hosted by CPN available for use by contributors

· Design document, data models, implementation plan review. Document is at https://clearpath.atlassian.net/wiki/display/CPNOS/StormForge+-+VIM+Extensible+Services
· Identify code contributors

· Moving documentation to OPNFV wiki from clearpath confluence

· Developer Guidelines is at https://wiki.opnfv.org/promise/developerguide
· Stormify Developer Guide is at https://github.com/stormstack/stormify/wiki
Meeting Notes

OPEN STACK JUNO ENVIRONMENT

· Vanilla OpenStack with Neutron 

· IPV4 for now (IPV6 will be available as well)

· CPN to provide credentials to administer the Juno environment (SSH access as well to the controller side) 

· Shared environment

· Can upload public images or project based in the OpenStack environment (need to create ground rules as a group) - many other options to do this and need the best practice for the approach

· Mark (CPN) will provide access post meeting to have all contributors to review and then provide feedback afterwards

Design Document

· Proposal is approved and not the requirements yet (requirements are still open) https://clearpath.atlassian.net/wiki/display/CPNOS/StormForge+-+VIM+Extensible+Services
· We can modify requirements from this document and gain feedback next week in the req meeting (requirements proposal is approved per the document, but can make revisions around the requirements and continue efforts in defining the requirements)

· Requirements are still in discussion

· Next meeting - go over requirements and design documentation feedback

CODE CONTRIBUTORS

· Not just developers, can be many individuals from all areas of expertise to solve the problems we as a group face

Move DOCUMENTATION TO OPNFV from CPN'S Confluence

Developer Guidelines

· An ongoing developer guideline is at https://wiki.opnfv.org/promise/developerguide
Storimfy Developer Guide

· Stormify developer guide is at https://github.com/stormstack/stormify/wiki
· Open to colloboration of the framework and documentation.

ACTION ITEMS

· Mark (CPN) - Will need to send public keys from all contributors to get access to the Juno environment

· Ravi (CPN) - Research running a DevStack in OpenStack 

· All Team Contributors - Review the design document (open for review) and provide feedback (including requirements addition and/or revision) 

· All Team Contributors - Everyone, please add code contributors by next week before the next meeting

· Ravi (CPN) - Move all documentation to the OPNFV wiki

· Ravi (CPN) - Deliver Developer Guidelines is at https://wiki.opnfv.org/promise/developerguide
· All Team Contributors - Please review the Developer's guide in the wiki: https://github.com/stormstack/stormify/wiki
· Ravi (CPN) IRC for chat and CPN to commit to a specific time block (provide schedules) - dependency is to get a list of contributors - Update the wiki on the IRC channel and also time slots available

· IRC : #opnfv-promise @ Freenode and webchat link is http://webchat.freenode.net/?channels=opnfv-promise
· Ravi to check for timeslot so that we dont have conflict to use Go To Meeting (GTM)

 Dec 19, 2014 OPNFV PROMISE team meeting

 Participants: Ryota Mibu, Ashiq Khan, Gerald Kunzmann, Bertrand Souville, Zhiqi Wang, Peter Lee, ...(Web)

   * TODO(r-mibu): give GTM organizer account to Peter

 OPNFV project scope. 

    only limited development during Xmas and NewYear

    Goal is to setup basic OPNFV infrastructure by mid of Jan. ODL may be added later.

    Software components are being prepared for beginning of Jan. goal is to publish master repo by first week of Jan

    Main target is to finalize by mid of February, then focus on work on other OPNFV projects

    Sprint1: different deliverables planned for the different components. initial version of stormforge for team review planned for 2nd week of Jan

    Sprint2: make interactions more real-time; extend data models; second version to be published for team review by end of Jan

    *TODO (Peter): publish the implementation plan in the Etherpad: https://etherpad.opnfv.org/p/promise_implementation_plans 
    working on test cases. 

    Sprint3: mid of Feb is planned miletone for full functionality to be ready for team review

    https://github.com/stormstack/stormify 
    code is there, but documentation/howto is still missing

    THU meeting for developers. FRI is about alignment of requirements

    TODO (Peter): adapt meeting time to active developers (might be limited to few countries)

    project proposal: repository name is promise. we have OPNFV repository that should be used for upload of deliverables etc.

    how does the code relate to this repository? Peter mentioned it is not clear yet what repo is used in OPNFV and how to upload code there.

    OPNFV repo should be central place to collect all project data. copy code and documentation at approriate time, e.g. at Sprint2 and Sprint3

    TODO (Peter/Ryota): check how repo works

    there is OPNFV github

    StormForge and Stormify are related (upstream) projects to OPNFV

    Ashiq: What are we going to integrate in the OPNFV community? the whole StormForge project (then it should be considered as upstream project) or only some selected Promise related features? decision can be made at later stage.

    Ashiq: Brian from ATT asked to start dialogue, what's going to be in the deliverable document. we want data models, implementation architecture, etc.

    Ashiq: Chris Wreight is organizing talk with OpenStack community (see email). participation would be beneficial.

    Ashiq: information elements are available

    https://wiki.opnfv.org/_media/promise/reservation_info_elements-r0.pdf 
    Reference interface specification between Orchestrator and Vim will be provided

Next meeting:

    Ashiq Khan is not available until Jan 18th. Bertrand and Gerald will be there.

    Peter: limited available around Xmas and NewYear

    Jan 8th to kickstart dev discussions. find optimal time slot for dev meeting

    resume this meeting in the same week

AOB:

    TODO (Ryota): add EU (preferred German) dial in option for GoTo Meeting
Dec 11, 2014

MINUTES

· Schedules

· Discussed 2 meetings:

· One meeting every other week that will be technology and implementation focused (will likely start on January 8th, 2015)

· Scheduled time: TBD as we need further inputs from the rest of the members that did not join on the 12.11 call

· The other meeting will be requirements focused and will start at 11pm PST (December 18th, Thursday, US PST)

· Requirements Deliverables

· Team Action Item: Need to find out what tool is best moving forward to collaborate on document sharing, editing, etc

· Action Item (Ryota) - Will lead the Promise project requirements gathering 

· Actions to put in the Wiki for now: 

· Link to the proposal

· Link to the implementation plans

· Link to the requirements

· Will make the Promise project page

· Discussed utilizing etherpad as a collaboration tool (http://etherpad.org/) for documentation

· General Update

· Implementation

· CPN committed resources up to February

· Current work completed:

· Captured data models (e.g. Allocation logic)

· Action Item: CPN to share the code with the team

· Action Item: CPN to provide “How To” guides and examples to help educate the rest of the team to understand the framework

· Ultimately, to get the rest of the team involved

· Guidelines on the Wiki for the Promise Project

· Purpose: For any future member that will join or has missed a meeting, they could get caught up to speed by reviewing the project page

· Contents:

· General contents

· Description of the project

· Goals and objectives of the Promise initiatives

· Why OPNFV is the target (benefits to be a part of these initiatives)

· Market analysis to overall opportunities

· Member list of partners involved

· Minutes area to keep other participating members up to date if a meeting cannot be attended 

· Technical contents

· Architecture diagrams

· Technical requirements

· Use cases based on team identification and analysis

· Timeline

· By March, 2015, the Promise Project should be demonstrated

· 4-6 weeks prior, roughly mid-February, we should be able to push this into OPNFV’s first release

· Unknowns are present as to what the direction or overall makeup will be at this point

· TBD

· Action Item: CPN to provide a clear implementation plan by December 18th and to be distributed before the meeting for review and discussion by the requirements team meeting

· This will be an agenda item to review and discuss for the 18th meeting

· Misc.

· Zhiqi from Huawei will need more information to make a solid determination as to what areas they can best contribute

· Some members could not join, so we will need to sync up to find out timing for technical discussions
